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Roadmap

structured prediction (4 lectures)
— introducing/formalizing structured prediction, categories of structures
— inference: dynamic programming, greedy algorithms, beam search
— inference with non-local features
— learning in structured prediction

generative models, latent variables, unsupervised learning,
variational autoencoders (2 lectures)

Bayesian methods in NLP (2 lectures)
Bayesian nonparametrics in NLP (2 lectures)
review & other topics (1 lecture)



Assignments

* we will briefly go over Assignment 1 today
* Assignment 2 was posted last week, due May 1%

* reminder: for those graduating this quarter,
Assignment 5 is optional



What is Structured Prediction?



Classifiers

e a function from inputs x to outputs y
* one simple type of classifier:

— for any input x, assign a score to each output y,
parameterized by parameters w:

score(x,y, 0)
— classify by choosing highest-scoring output:

classify(ax, @) = argmax score(x,y, 0)
Yy



Notation

u = avector
u; = entryiinthe vector
W = a matrix
w;; = entry (i,j) in the matrix
x — a structured object

item 7 in the structured object




Modeling, Inference, Learning

|inference: solve argmax | modeling: define score function

N ¥

classify(ax, @) = argmax score(x,y, 0)

! /

|Iearning: choose @ |




Applications of our Classifier Framework

task input (x) output (y) output space ( /) size of [°
-defi Il
text gold standard pre-defined, sma
e s a sentence label set (e.g., 2-10
classification label for x . :
{positive, negative})
msfcance of 2 gold standard pre-defined sense
word sense particular word :
disambiguation | (e.g., bass) with word sense of inventory from 2-30
& ‘5 target word WordNet for bass
its context
learning skip- . a word in the
instance of a :
gram word . context of x in vocabulary |V|
. word in a corpus
embeddings a corpus
rt-of-speech gold standard all possible part-of-
P P part-of-speech | speech tag sequences | P |1l

tagging

a sentence

tags for x

with same length as x




Applications of our Classifier Framework

task input (x) output (y) output space ( /) size of [°

text gold standard pre-defined, small

e L a sentence label set (e.g., 2-10
classification

label for x

{positive, negative})

word sense
disambiguation

instance of a
particular word
(e.g., bass

its cont

learning skip-
gram word
embeddings

instance
word in a ¢

pre-defined sense

exponential in size of input!

“structured prediction”

part-of-speech
tagging

a sentence

gold standard
part-of-speech
tags for x

all possible part-of-
speech tag sequences
with same length as x



Applications of Classifier Framework (continued)

task input (x) output (y) output space (/) size of [
named gold standard named | all possible BIO label
entity a sentence entity labels for x sequences with same | P |1l
recognition (BIO tags) length as x
gold standard exponential
constituency 5 sentence constituent parse all possible labeled in length of x
parsing (labeled bracketing) bracketings of x (Catalan
of x number)
old standard :
& all possible labeled :
dependency dependency parse . . exponential
] a sentence . directed spanning trees | .
parsing (labeled directed of x in length of x
spanning tree) of x
machine : all possible translations | potentially
: a sentence a translation of x e
translation of x infinite




Modeling, Inference, Learning

|inference: solve argmax | modeling: define score function

v

classify(ax, @) = argmax score(x,y, 0)
Yy

‘Iearning: choose @ ’

Working definition of structured prediction:
size of output space is exponential in size of input
or is unbounded (e.g., machine translation)

(we can’t just enumerate all possible outputs)
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What is Structured Prediction?

however, just because the output is a structured object
does not necessarily mean we are doing “structured

prediction”

we can model many structured output spaces with
traditional “local” or “unstructured” predictors

today we will aim to make this more formal

in short, we may be predicting structures but we might
not necessarily be using a “structured predictor”



Example NLP Tasks

* we’ll go through some examples of NLP tasks
that involve predicting output structures



Sequence Labeling
(e.g., Part-of-Speech Tagging)

proper proper

determiner verb (past) prep. noun noun poss. adj. noun

Some questioned if Tim Cook ’s first product
proper

modal verb det. adjective noun prep. nhoun punc.

would be a breakaway hit for Apple
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Unlabeled Segmentations

(Chinese Word Segmentation)

* some languages are written without whitespace

* task: insert spaces to form “words”

- SR ENEEEEEE

- SRLRYE WA BfE &

— Sharapova now livesin

REEREI RS BK,

E[E

US

REEd B HEZEK

southeastern Florida

J&M/SLP3



Labeled Segmentations
(Named Entity Recognition)

Some questioned if Tim Cook’s first product would be a breakaway hit for Apple.

H-J
PERSON ORGANIZATION



Labeled Segmentations
(Entity Linking)

Some questioned if Tim Cook’s first product would be a breakaway hit for Apple.

H_J

Tim Cook Apple Inc. |

From Wikipedia, the free encyclopedia ) |
From Wikipedia, the free encyclopedia Coordinates: (g 37.33182

For other people named Tim Cook, see Tim Cook ((
Apple Inc. is an American

Til multinational technology company
& headquartered in Cupertino, ’
California, that designs, develops,
and sells consumer electronics,
computer software, and online

Timothy Donald Cook (born Apple Inc.

November 1, 1960) is an
American business executive,
industrial engineer, and
developer. Cook is the Chief
Executive Officer of Apple Inc.,
previously serving as the
company's Chief Operating
Officer, under its founder Steve
Jobs. 4]

& * services. The company's
@ : hardware products include the
L iPhone smartphone, the iPad

| tablet computer, the Mac personal
Cook joined Apple in March 1998

computer, the iPod portable
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Labeled Segmentation as Sequence Labeling

O O O B-PERSON I-PERSON O O O
Some questioned if Tim Cook ’s first product
o) o) o) o) O O B-ORGANIZATION O

would be a breakaway hit for Apple
B = “begin”
| = “inside”

O = “outside”
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Trees

(Constituency Parsing)

(S (NP the man) (VP walked (PP to (NP the park))))

S

A /

VBD IN DT NN
the man walked to the park

Key:

S = sentence

NP = noun phrase

VP = verb phrase

PP = prepositional phrase
DT = determiner

NN = noun

VBD = verb (past tense)
IN = preposition
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Unlabeled Segmentation + Clustering
(Coreference Resolution)

The boy threw some bread to a group of birds .
They fought over it as he watched .

! The boy ‘ threw n some bread | to n a group of birds | .

fought over as Kk watched .

AllenNLP



Generation

* there are many language generation tasks that
involve predicting a phrase, sentence,
document, or some other textual sequence



Answers
(Question Answering)

amazon alexa

“Alexa, who was President when >
|_Barack Obama was nine?” \

“Alexa, how's my commute? "')

“Alexa, what's the weather?” [

“Alexa, did the 49ers win?” ]




Sentences
(Machine Translation) [ wee s neuansoror

¢Donde esta la estacion de tren?

D




Summaries

(Summarization)

Apple Watch Has Big Drawbacks
GIZMODO o Interface, Reviews Say

P reactions so far.

Five things the Pebble Time can do ...
that the Apple Watch can't

Summanry: The new Apple Watch isn't the only smartwatch to consider and if you own an iPhone

The Best Smartwatches That Aren't the

Q Q Ie Wa tC h then you should consider what the Peb
» . S h =

The Apple Watch has drawbacks. There are other
smartwatches that offer more capabilities.
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Structured Prediction

what is and is not structured prediction?
we use the term “structured prediction” when:

— we use a structured score function or a structured
loss function

a structured score/loss function does not
decompose across “minimal parts” of output

to apply this definition we need to define
“parts” and “minimal parts”



* parts:
— each “part” is a subcomponent of entire input/output pair
— e.g., a single word and its associated POS tag for POS tagging
— or a sequence of two words and their POS tags
— or a sequence of two POS tags

proper proper

determiner verb (past) prep. noun noun poss. adj. noun

Some questioned if Tim Cook ’s first product
proper

modal | verb||det. adjective noun prep. nhoun punc.

would | be | a breakaway hit for Apple

26



* parts:

— each “part” is a subcomponent of entire input/output pair

— “parts function” = decomposition of input/output pair into a

set of parts

— parts functions defined for score/loss function, rather than
for task (many parts functions possible for a task)

— parts may overlap

proper proper

determiner verb (past) prep. noun noun poss. adj. noun

Some questioned if Tim Cook first  product
proper

modal | verb|]det. adjective noun prep. houn  punc.

would | be | a breakaway hit for Apple

27



* parts:

— each “part” is a subcomponent of entire input/output pair

— “parts function” = decomposition of input/output pair into a
set of parts

— parts functions defined for score/loss function, rather than
for task (many parts functions possible for a task)

— parts may overlap

* minimal parts:
— smallest possible parts for the task

— minimal parts function defined for task (structured output
space), not for structured score/loss function

— minimal parts are non-overlapping



proper proper

determiner verb (past) prep. noun noun poss. adj. noun

Some questioned if Tim Cook ’s first product
proper

modal | | verb || det. adjective noun prep. nhoun punc.

would be a breakaway hit for Apple

minimal parts:
— smallest possible parts for the task

— minimal parts function defined for task (structured
output space), not for structured score/loss function

— minimal parts are non-overlapping
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Categories of Structured Prediction Problems

* multi-label classification:
— each input can be labeled with multiple labels

— e.g., document classification where each
document can have multiple labels



Categories of Structured Prediction Problems

 multi-label classification in NLP:

UC Berkeley Enron Email Analysis

UC Berkeley Enron Email Analysis Project

Starting with the Enron Email dataset made available by MIT, SRI, and CMU, we
have put together several resources:

o A set of categories developed in our ANLP (Applied Natural Processing
Language Processing) course, to be used for annotating a subset of the Enron
email messages.

http://bailando.sims.berkeley.edu/enron email.html



=g

1 Coarse genre

1.1 Company Business, Strategy, etc. (elaborate in
Section 3 [Topics])

1.2 Purely Personal

1.3 Personal but 1n professional context (e.g., 1t was
good working with you)

1.4 Logistic Arrangements (meeting scheduling, technical
support, etc)

Emotional tone (1f not neutral)
Jubilation

hope / anticipation

humor

camaraderie

admiration

gratitude

friendship / affection

N Y " Y SN SN SN
1 O U1 b W DN

http://bailando.sims.berkeley.edu/enron email.html




Categories of Structured Prediction Problems

* multi-label classification:
— each input can be labeled with multiple labels

— if there are N possible labels, output space has
size____?(Q1 on handout)
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Categories of Structured Prediction Problems

* multi-label classification:
— each input can be labeled with multiple labels

— if there are N possible labels, output space has
size 2N

— what are the minimal parts? (Q2 on handout)



* parts:

— each “part” is a subcomponent of entire input/output pair

— “parts function” = decomposition of input/output pair into a
set of parts

— parts functions defined for score/loss function, rather than
for task (many parts functions possible for a task)

— parts may overlap

* minimal parts:
— smallest possible parts for the task

— minimal parts function defined for task (structured output
space), not for structured score/loss function

— minimal parts are non-overlapping



Categories of Structured Prediction Problems

* multi-label classification:
— each input can be labeled with multiple labels

— if there are N possible labels, output space has
size 2N

— what are the minimal parts? individual labels

mp(y) = {y1, .., yn }
where each y; € {0, 1}

— the mp(y) function defines the set of minimal
parts of the structured output y



Multi-Label Classification

— minimal parts: mp(y) = {y1,..., yn }
where each y; € {0,1}

— if score & loss functions factor across minimal
parts, then we are not doing structured prediction

e e.g., we could build N binary classifiers, one for each
label, and use them to independently predict each label
for each input

* this would not be considered structured prediction



Parts and Score Functions

— |let’s define a “parts” function to characterize
structured score/loss functions

parts(z, y)

— where our score function is then defined:

score(x,y,0) = Z Scorepart (Tr, Yr, 0)
(T ,Yyr)Eparts(z,y)

— score function decomposes additively across parts
— each part is a subcomponent of input/output pair



Multi-Label Classification

— minimal parts: mp(y) = {Y1,--, YN }
where each y; € {0, 1}

— a parts function that uses the same
decomposition as the minimal parts:

parts(xz,y) = {{(x,y1),---,{(x,yN)}

— if we use this parts function, we will not be doing
structured prediction



Multi-Label Classification

— minimal parts: mp(y) = {Y1,--, YN }
where each y; € {0, 1}

— a parts function that uses the same
decomposition as the minimal parts:

parts(xz,y) = {{(x,y1),---,{(x,yN)}

— parts function that does not decompose like the
minimal parts? (Q3 on handout)



Multi-Label Classification

— minimal parts: mp(y) = {Y1,--, YN }
where each y; € {0, 1}

— a parts function that uses the same
decomposition as the minimal parts:

pal”tS(iB, y) — {<w7 y1>7 ) <ZB7 yN>}
— parts function that does not decompose like the
minimal parts?
partsl(a:, y) — {<'/L‘7 y1>7 R <f13, yN>}
parts, (@, y) = { (@, {ys, y;}) 1 1 <i < j < N}
pa,rts(a:, y) — partsl(a:, y) U parts2 (J?, y)



this parts function uses parts for individual labels as
well as all pairs of labels

other possibilities:

parts for all label triples, a part for the full set of
labels, etc.

— parts function that does not decompose like the
minimal parts?

partsl(a:, y) — {<337 y1>7 R <.’13, yN>}

parts, (@, y) = { (@, {ys, y;}) 1 1 <i < j < N}

pa,rts(a:, y) — partsl (CB, y) U parts2 (J?, y)




Categories of Structured Prediction Problems

e multi-label classification
e sequence labeling:

— input is a sequence of length T
— output is a sequence of length T

— each position in output sequence is one of N
labels

— output space hassize _ ? (Q4 on handout)



Categories of Structured Prediction Problems

e multi-label classification
e sequence labeling:

— input is a sequence of length T
— output is a sequence of length T

— each position in output sequence is one of N
labels

— output space has size N’



Sequence Labeling

input is a sequence of length T, output is a
sequence of length T

each position in output sequence is one of N
labels

minimal parts? (Q5 on handout)
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Sequence Labeling

input is a sequence of length T, output is a
sequence of length T

each position in output sequence is one of N
labels

minimal parts?
individual labels in output sequence

mp(y) = {y1,...,yr}
where each y; € {1,..., N}



Sequence Labeling

minimal parts: mp(y) = {y1,...,yr}
where each y; € {1,..., N}

parts function that uses same decomposition as
minimal parts:

parts(x,y) = {{(x,y1),...,{(x,yr)}

parts function that does not decompose like minimal
parts? (Q6 on handout)
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Sequence Labeling

minimal parts: mp(y) = {y1,...,yr}
where each y; € {1,..., N}

parts function that uses same decomposition as
minimal parts:

parts(z,y) = {(z,v1),..., (@, yr)}
parts function that does not decompose like minimal
parts?
parts; (z,y) = {(Z,¥1), .- -, (T, Y1)}
parts,(x,y) = {{x, (y;,yiz1)) : 1 <1 < T}
parts(ax,y) = parts,(x,y) U parts,(x, y)



Examples of Models for Sequence Labeling

e consider a feed-forward neural network for
POS tagging

* inputis a word along with 1 word to either
side of it

* output is predicted tag for center word

* training loss: log loss of correct tag at each
position, summed over positions in sentence



Feed-Forward POS Tagger

pO(Y | Lt—15 Lty xt—l—l)

AN
( 1\

lossiog = —logpe(Y = ys | Tt—1, T¢, Te11)

what is the parts function for this
model & loss? (Q7 on handout)

emb(xi—1) emb(xy) emb(Tit1)
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Feed-Forward POS Tagger

pO(Y | Lt—15 Lty xt—l—l)

AN
( 1\

lossiog = —logpe(Y = ys | Tt—1, T¢, Te11)

what is the parts function for this
model & loss?

parts(:c,y) = {<il3t—1:t+17yt> 1<t < T}

emb(xi—1) emb(xy) emb(Tit1)
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Feed-Forward POS Tagger

pO(Y | Lt—15 Lty xt—l—l)

AN
( 1\

lossiog = —logpe(Y = ys | Tt—1, T¢, Te11)

what is the parts function for this
model & loss?

parts(:c,y) = {<J3t—1:t+1ayt> 1<t < T}

is this structured prediction?

emb(xi—1) emb(xy) emb(Tit1)
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Feed-Forward POS Tagger

pO(Y | Lt—15 Lty xt—l—l)
A

( 1\

lossiog = —logpe(Y = yi | i—1, @4, Tp41)

what is the parts function for this
model & loss?

parts(x, y) = {(Ti—1:041,9:) 1 1 <t < T}

is this structured prediction? no.
parts functions decomposes like
the minimal parts (in terms of y)

emb(zi—1) emb(x;) emb(xiyr) 53



Forward RNN for Part-of-Speech Tagging

.. if the car ...

.. IN DT NN ...



Forward RNN Tagger

* training loss: log loss of correct tag at each
position, summed over positions in sentence

* is this structured prediction?

— NO

e parts function decomposes like minimal parts:

parts(x,y) = {{(x1.4,y:) : 1 <t < T}



* there are many effective and popular
approaches to sequence labeling that do not
fit our definition of a “structured predictor”



Forward RNN for Part-of-Speech Tagging with Previous Label

this model uses the previous y to compute a hidden vector




Forward RNN for Part-of-Speech Tagging with Previous Label

hidden vector used to compute
probability distribution over
tags at each position: Do (Y: | T1:t, Y14 1)



Forward RNN for Part-of-Speech Tagging with Previous Label

loss: — Zlogpg(Yt =Yt | T1:4,Y1.—1)
t



Forward RNN for Part-of-Speech Tagging with Previous Label

what is the parts function for this model & loss?




Forward RNN for Part-of-Speech Tagging with Previous Label

what is the parts function for this model & loss?

parts(z,y) = {(€1.t, Y1) : 1 <t < T}



Forward RNN for Part-of-Speech Tagging with Previous Label

if the car ...

is this structured prediction? yQ

parts functions does not decompose
like minimal parts (in terms of y)




Hidden Markov Models (HMMs)

Graphical Model for an HMM for a sequence of length 4:

||

P (T, Y) = Hm(w | yio1 )P (T | yi)

transition parameters: D+ (yz ’ y¢_1)

emission parameters: Dy, (ZEZ ’ yz)

*for now, we are omitting stopping probabilities for simplicity



