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Abstract

We study treewidth sparsifiers. Informally, given a graph \( G \) of treewidth \( k \), a treewidth sparsifier \( H \) is a minor of \( G \), whose treewidth is close to \( k \), \( |V(H)| \) is small, and the maximum vertex degree in \( H \) is bounded. Treewidth sparsifiers of degree 3 are of particular interest, as routing on node-disjoint paths, and computing minors seems easier in sub-cubic graphs than in general graphs. In this paper we describe an algorithm that, given a graph \( G \) of treewidth \( k \), computes a topological minor \( H \) of \( G \) such that (i) the treewidth of \( H \) is \( \Omega(k/{\text{polylog}}(k)) \); (ii) \( |V(H)| = O(k^4) \); and (iii) the maximum vertex degree in \( H \) is 3. The running time of the algorithm is polynomial in \( |V(G)| \) and \( k \). Our result is in contrast to the known fact that unless \( \text{NP} \subseteq \text{coNP/poly} \), treewidth does not admit polynomial-size kernels. One of our key technical tools, which is of independent interest, is a construction of a small minor that preserves node-disjoint routability between two pairs of vertex subsets. This is closely related to the open question of computing small good-quality vertex-cut sparsifiers that are also minors of the original graph.

1 Introduction

Given a large graph \( G \), the goal in graph sparsification is to compute a “small” graph \( H \) that retains, exactly or approximately, some key properties of \( G \). Two such standard regimes are when \( V(H) = V(G) \) but \( H \) is a sparse graph, or when \( |V(H)| \ll |V(G)| \). Sparsifiers for basic properties such as connectivity, distances, cuts and flows have been extensively studied. For instance, cut sparsifiers were introduced by Benczur and Karger [4], and were more recently generalized to spectral sparsifiers [4], and to cut and flow sparsifiers for vertex subsets [22,28]. Graph sparsifiers are closely related to the notion of kernelization used in fixed-parameter tractable algorithms, where an input instance is first reduced to a much smaller instance (called a kernel), whose size is ideally polynomial in the parameter \( k \), and then the problem is solved on the smaller instance. Sparsification and sparse representations are also of great importance for other objects such as signals, matrices, and geometric objects to name just a few.

We say that a graph \( H \) is a strong sparsifier for the given graph \( G \), if additionally \( H \) is a minor of \( G \). Strong sparsifiers are of particular interest, since they retain some of the structure of \( G \). For example, if \( H \) contains some graph \( H' \) as a minor, then so does \( G \); a collection \( \mathcal{P} \) of disjoint paths (or cycles) in \( H \) immediately translates to a collection of disjoint paths (or cycles) in \( G \), and so on.

In this paper we study sparsifiers for treewidth, a fundamental graph parameter with a wide variety of applications in graph theory and algorithms. The treewidth of a graph \( G = (V,E) \) is typically defined via tree decompositions. A tree-decomposition of \( G \) consists of a tree \( T = (V(T),E(T)) \) and a collection of vertex subsets \( \{X_v \subseteq V\}_{v \in V(T)} \) called bags, such that: (i) for each edge \( (a,b) \in E \), there is some node \( v \in V(T) \) with both \( a,b \in X_v \) and (ii) for each vertex \( a \in V \), the set of all nodes of \( T \) whose bags contain \( a \) form a non-empty connected subtree of \( T \). The width of a given tree decomposition is \( \max_{v \in V(T)} |X_v| - 1 \), and the treewidth of a graph \( G \), denoted by \( \text{tw}(G) \), is the width of a minimum-width tree decomposition for \( G \). Treewidth is known to be \text{NP}-hard to compute [2]. The best known polynomial-time approximation algorithm, given a graph \( G \) of treewidth \( k \), computes a tree decomposition of width \( O(k^{\sqrt{\log k}}) \) [18]. It is also known that treewidth is fixed-parameter-tractable [5]: for every fixed \( k \), there is a linear-time algorithm, that, given \( G \), decides whether \( \text{tw}(G) \leq k \); the dependence of the running time on \( k \) is exponential in \( \text{poly}(k) \). There are many important results on the structure of large-treewidth graphs. Perhaps the most well-known of these is the Grid-Minor Theorem of Robertson and Seymour that we discuss in more detail later.

Informally, graph \( H \) is a treewidth sparsifier for a given graph \( G \), if \( H \) is sparse, \( |V(H)| \) is small, and \( \text{tw}(H) \) is (approximately) the same as \( \text{tw}(G) \). For \( H \) to be useful as a replacement for \( G \), it needs to be a strong sparsifier.
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— that is, $H$ should be a minor of $G$. The notion of treewidth sparsifiers is closely related to the notion of kernels for treewidth. A polynomial kernel for treewidth is a map $f$, that, given an instance $(G,k)$, returns an instance $(G',k')$, with the property that $tw(G) \leq k$ iff $tw(G') \leq k'$, while ensuring that the size of the graph $G'$ is polynomial in $k$. Unless $\text{NP} \subseteq \text{coNP/poly}$ there is no polynomial kernel for treewidth which follows from the results of Bodlaender et al. [6] and Drucker [16]. Super-linear lower bounds for more general forms of kernelization are also known [21].

Our main result shows that if one is willing to settle for a poly-logarithmic factor approximation in the treewidth, then there exist sparsifiers with very strong properties. To state our main result we need a definition. A graph $H$ is a topological minor of $G$ if $H$ is obtained from $G$ by edge and node deletions, and by suppressing degree-2 nodes. Equivalently, $H$ is a topological minor of $G$ iff a subdivision of $H$ is a subgraph of $G$. Our main result is summarized in the following theorem.

**Theorem 1.1.** There is a randomized algorithm, that, given a graph $G$ of treewidth at least $k$, with high probability computes a topological minor $H$ of $G$, such that:

- the treewidth of $H$ is $\Omega(k/\text{poly log } k)$;
- the maximum vertex degree in $H$ is 3; and
- $|V(H)| = O(k^4)$.

The running time of the algorithm is polynomial in $|V(G)|$ and $k$.

Our result is close to optimal: degree 3 cannot be reduced, and the best one can hope for in terms of the size of the sparsifier is $O(k^2/\text{poly log } k)$ (when $G$ is a $k \times k$ grid). We also recall that the best currently known polynomial-time approximation algorithm can only certify treewidth to within an $O(\sqrt{\log k})$-factor. We conjecture a strengthening of the theorem to almost optimal parameters.

**Conjecture 1.1.** For every graph $G$ with treewidth at least $k$, there exists a topological minor $H$ of $G$ such that $tw(H) = \Omega(k/\text{poly log } k)$, $|V(H)| = O(k^2)$ and maximum vertex degree in $H$ is 3.

The existence of sparsifiers of size poly($k$) that preserve the treewidth to within a constant factor remains a very interesting open question.

### 1.1 Treewidth Sparsifiers and Grid Minors

A fundamental result in Graph Minor Theory is the Grid-Minor Theorem of Robertson and Seymour [37]. The theorem states that there is an integer-valued function $f$, such that any graph $G$ with treewidth at least $f(g)$ contains a $g \times g$ grid as a minor. The theorem is equivalent to showing that $tw(G) \geq f(g)$ implies that $G$ contains a wall of height and width $\Theta(g)$ as a subgraph; see Figure 1.

Figure 1: An elementary wall of height and width 5. A wall is a subdivision of an elementary wall.

We observe that a wall has maximum vertex degree 3. Thus, one way to obtain a degree-3 treewidth sparsifier is via the Grid-Minor Theorem. The original proof of Robertson and Seymour [37] showed the existence of $f$ with an iterated exponential dependence on $g$. Very recently, the first polynomial bound on $f$ was shown in [23]: namely, every graph of treewidth $k$ contains a wall of size $k^2$ as a topological minor, where $\delta = 1/98 - o(1)$. This result implies a degree-3 treewidth sparsifier, whose treewidth is $k^{1/98-\delta/(1)}$. In contrast, the sparsifier from Theorem 1.1 has treewidth $\Omega(k/\text{polylog}(k))$. Moreover, there are graphs with treewidth $k$, such that the size of the largest wall they contain is $O(\sqrt{k/\log k})$ [30]. Therefore, one cannot hope to obtain small sparsifiers that preserve treewidth to within polylogarithmic factors via the Grid-Minor Theorem. Our construction bypasses this limitation.

One of our motivations for studying treewidth sparsifiers is improving the bounds for the Grid-Minor Theorem. Theorem 1.1 allows us to focus on subcubic graphs with the additional property that $|V(G)|$ is polynomial in $tw(G)$. Degree-3 sparsifiers have particular advantages: in such a graph, for several applications of interest, one
can replace node-disjoint routing with the easier edge-disjoint routing. We anticipate that using Theorem 1.1 as a starting point, the bounds on the Grid-Minor Theorem from [9] can be improved. We also mention that the fact that $|V(H)| = \text{poly}(k)$ simplifies some technical parts in the current proof of [9].

A related application is to the notion of graph immersions (see [38, 39]). A graph $G$ admits a strong immersion of a graph $H$ iff there is an injective mapping $\tau: V(H) \to V(G)$ and a mapping $\pi: E(H) \to P_G$, where $P_G$ is a set of paths in $G$, such that (i) for each $f = (a, b) \in E(H)$ the path $\pi(f)$ connects $\tau(a)$ and $\tau(b)$; (ii) for any two edges $f, f' \in E(H)$ the paths $\pi(f)$ and $\pi(f')$ are edge-disjoint; and (iii) for every $f \in E(H)$ the path $\pi(f)$ intersects $\tau(V(H))$ only at its endpoints. Note that $G$ admits $H$ as a topological minor if additionally the paths $\pi(f)$ and $\pi(f')$ are internally node-disjoint for any distinct pair $f, f' \in E(H)$. If $G$ is a sub-cubic graph, then $G$ contains $H$ as a topological minor iff $G$ contains $H$ as a strong immersion. Therefore, $G$ contains a wall $W$ iff it contains $H$ as an immersion. In recent work, Wollan [39] defined the notion of tree-cut-width of a graph and showed, using the Grid-Minor Theorem, that there is a function $g$ such that every graph with tree-cut width at least $g(r)$ admits an $r$-wall as a weak immersion. Motivated by this connection, he raised the question of the existence of degree-3 treewidth sparsifiers. Theorem 1.1 answers this question (Question 18 in [39]) in a near-optimal fashion and we refer the reader to [39] for the quantitative and qualitative implications to immersions.

Our result can be viewed as providing an approximate kernel for treewidth, and we hope that it will find applications in preprocessing graphs for fixed-parameter tractable (FPT) algorithms, and in constructive aspects of Erdős-Pósa type theorems.

We now briefly discuss our techniques. We use a combinatorial object, called a path-of-sets system, that was defined in [9] (see also Figure 2). Using the construction of the Path-Of-Sets system from [9], together with the Cut-Matching Game of Khandekar, Rao and Vazirani [21], we can immediately obtain a strong degree-4 treewidth sparsifier $H$, with $\text{tw}(H) = \Omega(k/\text{polylog}(k))$. However, the size of $V(H)$ can be arbitrarily large. Our main technical contribution is two-fold. First, we lower the degree of the sparsifier to 3, by carefully subsampling the edges of $H$. Second, we reduce the size of the sparsifier to $\text{poly}(k)$. For the second part, we crucially need a new technical ingredient, that is related to strong vertex-cut sparsifiers, that we discuss below.

1.2 Sparsifiers Preserving Vertex Cuts Suppose we are given any graph $G = (V, E)$ and a pair $S, T \subseteq V$ of vertex subsets, containing $k$ vertices each. We say that the pair $(S, T)$ is routable in $G$ iff there is a set $\mathcal{P}$ of $k$ disjoint paths connecting the vertices of $S$ to the vertices of $T$ in $G$, and we say that the set $\mathcal{P}$ of paths routes the pair $(S, T)$. Assume now that we have two pairs of vertex subsets: $S_1, T_1$, containing $k_1$ vertices each, and $S_2, T_2$ containing $k_2$ vertices each. We say that both pairs $(S_1, T_1), (S_2, T_2)$ are separately routable, or just routable, in $G$ iff there is a set $\mathcal{P}$ of paths routing $(S_1, T_1)$, and there is a set $\mathcal{Q}$ paths routing $(S_2, T_2)$ in $G$. Note that a vertex of $G$ may belong to a path in $\mathcal{P}$ and a path in $\mathcal{Q}$. Our second main result is summarized in the following theorem.

**Theorem 1.2.** Assume that we are given a graph $G$, two sets $S_1, T_1 \subseteq V(G)$ of $k_1$ vertices each, and two sets $S_2, T_2 \subseteq V(G)$ of $k_2$ vertices each, such that $k_1 \geq k_2$, and the pairs $(S_1, T_1)$ and $(S_2, T_2)$ are (separately) routable in $G$. Then there are two sets $\mathcal{P}, \mathcal{Q}$ of paths routing $(S_1, T_1)$ and $(S_2, T_2)$ respectively, such that, if $H$ is the graph obtained by the union of the paths in $\mathcal{P}$ and $\mathcal{Q}$, then $\tau(H) \leq 8k_1^4 + 8k_1$, where $\tau(H)$ is the number of nodes of degree more than two in $H$. Moreover, we can find $\mathcal{P}$ and $\mathcal{Q}$ in time polynomial in $n$ and $k_1$.

The preceding theorem gives an upper bound on the size of a topological minor of $G$ that preserves the vertex connectivity between $S_1, T_1$ and $S_2, T_2$. There are results in the literature on reduction operations that preserve edge connectivity [29, 30] (and also element connectivity [20, 12]), however no such nice operations are available for preserving vertex connectivity. We briefly discuss some related work on cut sparsifiers and an open problem on a generalization of Theorem 1.2 that would yield strong sparsifiers that preserve vertex cuts.

There has been a large amount of work in the recent past on graph sparsifiers that preserve cuts and flows for subsets of vertices [32, 28, 8, 31, 17, 13]. We discuss some closely related work. Given an edge-capacitated graph $G$ and a terminal set $T \subseteq V(G)$, a graph $H$ is a quality-$q$ cut-sparsifier for $T$ if (i) $T \subseteq V(H)$ and (ii) for any partition $(A, B)$ of $T$, $\text{MinCut}_G(A, B) \leq \text{MinCut}_H(A, B) \leq q \text{MinCut}_G(A, B)$ where $\text{MinCut}_F(A, B)$ is the minimum edge-cut separating $A$ from $B$ in a graph $F$. Quality-1 sparsifiers have also been called mimicking networks in prior work [19, 26, 23, 7]. Leighton and Moitra [28] have shown that for any graph $G$, there is a quality-$q$ sparsifier $H$ for $G$ with $q = O(\log k/\log \log k)$ and $V(H) = T$ (here $k = |T|$); in other words the sparsifier does not
use any non-terminal (or Steiner) vertices. There are instances on which the best quality one can achieve is \( \Omega(\sqrt{\log k}) \) if \( H \) does not have Steiner vertices [31]. Even a relatively small number of Steiner vertices can help substantially in improving the quality of the sparsifier as shown in [13].

To simplify the discussion, we restrict our attention to the case where the terminals in \( T \) have degree 1 and all edge capacities are 1. In this case constant quality-cut-sparsifiers are known with \( V(H) = O(k^3) \) [13, 25]. The result of Kratsch and Wahlström [25], in fact, applies in the more general setting of vertex-cuts, and yields a quality-1 sparsifier; we call such a sparsifier a vertex-cut sparsifier to distinguish it from an edge-cut sparsifier.

However, the sparsifier of [25] is not a minor of the original graph \( G \). Sparsifiers that are minors of the original graph have an advantage that they allow flows (fractional or integral) and minors in the sparsifier to be transferred back to the original graph \( G \) without any loss. Theorem 1.2 gives us a small-sized minor that preserves the vertex connectivity between two pairs of vertex subsets. A natural open question is to generalize this result to a larger number of pairs of vertex subsets.

**Question 1.2.** Assume that we are given a graph \( G \), and \( h \) pairs of vertex subsets \((S_1,T_1), \ldots, (S_h,T_h)\), such that for each \( i \): (1) \( S_i,T_i \subseteq V(G) \), (2) \( |S_i| = |T_i| = k_i \leq k \), and (3) \( (S_i,T_i) \) are routable in \( G \). What is the smallest function \( f(k,h) \), such that, given any graph \( G \) and \((S_1,T_1), \ldots, (S_h,T_h)\) as above, there is always a (topological) minor of \( G \) with the property that each \((S_i,T_i)\) is routable in \( H \) and \( |V(H)| \leq f(k,h) \)?

The case when \( h = \text{polylog}(k) \) is of particular interest. We believe that a bound on \( f(k,h) \) from the preceding question can be used to obtain a vertex-cut sparsifier \( H \) for any graph \( G \) and a set \( T \) of \( k \) terminals, such that \( H \) is a minor of \( G \), \( |V(H)| \leq f(\text{poly} \; k, h) \) for \( h = \text{polylog} k \), and the quality of \( H \) is \( \text{polylog}(k) \).

**Organization** We prove Theorem 1.2 in Section 2. Section 3 provides the necessary background on treewidth and the path-of-sets system. Theorem 1.1 is proved in two steps. Section 4 gives the proof of a weaker result, a degree-4 sparsifier. Section 5 gives the proof for the degree-3 sparsifier.

In this extended abstract we omit some proofs. For these we refer the reader to a full version of the paper [10].

## 2 Routing Two Pairs of Vertex Subsets

In this section we prove Theorem 1.2. Recall that a graph \( H \) is a minor of a graph \( G \), iff \( H \) can be obtained from \( G \) by a series of edge deletion, vertex deletion, and edge contraction operations. Equivalently, \( H \) is a minor of \( G \) iff there is a map \( f : V(H) \to 2^{V(G)} \) assigning to each vertex \( v \in V(H) \) a subset \( f(v) \) of vertices of \( G \), such that: (a) for each \( v \in V(H) \), the sub-graph of \( G \) induced by \( f(v) \) is connected; (b) if \( u, v \in V(H) \) and \( u \neq v \), then \( f(u) \cap f(v) = \emptyset \); and (c) for each edge \( e = (u,v) \in E(H) \), there is an edge in \( E(G) \) with one endpoint in \( f(v) \) and the other endpoint in \( f(u) \). A map \( f \) satisfying these conditions is called a model of \( H \) in \( G \). Given any subset \( X \subseteq V \) of vertices of \( G \), we say that \( H \) is an X-respecting minor of \( G \), iff \( X \subseteq V(H) \). More formally, there is a model \( f \) of \( H \), where for each vertex \( x \in X \), there is a distinct vertex \( v_x \in V(H) \) with \( f(v_x) = \{ x \} \). For each \( x \in X \), we will usually identify such vertex \( v_x \) with \( x \). In particular, every subset \( S \subseteq X \) of vertices of \( X \) corresponds to a subset \( S' = \{ v_x | x \in X \} \) of vertices in \( H \), and we will not distinguish between \( S \) and \( S' \).

Assume that we are given a graph \( G \) and two pairs \((S_1',T_1'), (S_2',T_2')\) of vertex subsets, with \( |S_1'| = |T_1'| \) and \( |S_2'| = |T_2'| \), that are separately routable in \( G \). We say that a minor \( H \) of \( G \) is \((S_1',T_1',S_2',T_2')\)-good, iff \( H \) is an X-respecting minor for \( X = S_1' \cup S_2' \cup T_1' \cup T_2' \), and \((S_1',T_1'), (S_2',T_2')\) are each routable in \( H \). We say that it is \((S_1',T_1',S_2',T_2',\text{polylog})\)-minimal, iff it is \((S_1',T_1',S_2',T_2',\text{polylog})\)-good, and for every edge \( e \) of \( H \), both the graph obtained from \( H \) by deleting \( e \), and the graph obtained from \( H \) by contracting \( e \), are not \((S_1',T_1',S_2',T_2',\text{polylog})\)-good. The main result of this section is the following theorem.

**Theorem 2.1.** Assume that we are given a graph \( G \), and sets \( S_1', T_1', S_2', T_2' \subseteq V(G) \) of \( k \) vertices each, such that the pairs \((S_1',T_1')\) and \((S_2',T_2')\) are (separately) routable in \( G \). Assume further that vertices in \( S_1', T_1', S_2', T_2' \) are distinct, and have degree 1 each in \( G \). Let \( H \) be any \((S_1',T_1',S_2',T_2',\text{polylog})\)-minimal minor of \( G \). Then \( |V(H)| \leq 4k^4 + 4k \).

Theorem 1.2 easily follows from Theorem 2.1 see [10].

In the rest of this section, we focus on the proof of Theorem 2.1. For simplicity, we denote \( S_1', T_1', S_2', T_2' \) by \( S_1, S_2, T_1, T_2 \), respectively. Let \( H \) be a \((S_1, T_1, S_2, T_2, \text{polylog})\)-minimal minor of \( G \). Let \( \mathcal{R} \) be a set of paths routing \((S_1, T_1)\) in \( H \). We will often refer to the paths in \( \mathcal{R} \) as red paths, and we will think of these paths as directed from \( S_1 \) towards \( T_1 \) (even though in general the graph is undirected). Similarly, let \( B \) be the set of
Theorem 2.2. We can efficiently compute an assignment of labels in \( L = \{\ell_1, \ell_2, \ldots, \ell_{2k}\} \) to the vertices of \( V(H) \), such that each vertex in \( V(H) \) is assigned one label, and for every pair \( R \subset \mathcal{R} \), \( B \subset \mathcal{B} \) of paths, if two vertices \( v \) and \( v' \) belong to both \( R \) and \( B \), and are assigned the same label, then they appear in the same order on \( R \) and on \( B \).

Before we prove Theorem 2.2, let us first complete the proof of Theorem 2.1 assuming it. Let \( \ell : V(H) \to L \) be the labeling computed by Theorem 2.2. Next, we switch \( S_1 \) and \( T_1 \), so that the directions of the paths in \( \mathcal{R} \) are reversed. We apply Theorem 2.2 again to this new setting, and obtain another labeling \( \ell' : V(H) \to L' \), where \( L' = \{\ell'_1, \ell'_2, \ldots, \ell'_{2k}\} \).

Assume for contradiction that \( |V(H)| \geq 4k^4 + 4k + 1 \). Every non-terminal vertex \( v \) can be associated with a quadruple \( (R, B, \ell_1, \ell'_1) \), where \( R \) and \( B \) are the red and the blue paths on which \( v \) lies, \( \ell_1 \) is the label assigned to \( v \) by \( \ell \), and \( \ell'_1 \) is the label assigned to \( v \) by \( \ell' \). Since the total number of such quadruples is \( 4k^4 \), there is a pair \( u, v \) of non-terminal vertices that have the same quadruple \( (R, B, \ell_1, \ell'_1) \). As \( u \) and \( v \) are assigned the same label by \( \ell \), they must appear in the same order on \( R \) and \( B \). Assume w.l.o.g. that \( u \) appears before \( v \) on both these paths. However, since both these vertices are assigned the same label by \( \ell' \), and since the red paths were reversed when computing \( \ell' \), the order of \( u \) and \( v \) on paths \( R \) and \( B \) must be reversed, a contradiction. In order to complete the proof of Theorem 2.1 it now only remains to prove Theorem 2.2.

Proof of Theorem 2.2 Let \( \hat{H} \) be the directed counterpart of the graph \( H \), where we direct all red edges along the direction of the red paths from \( S_1 \) to \( T_1 \), and we direct the blue edges similarly along the blue paths from \( S_2 \) to \( T_2 \). The main combinatorial object that we use in the proof is a chain. A chain \( Z \) is a directed (not necessarily simple) path in graph \( \hat{H} \), such that the edges of \( Z \) are alternating red and blue edges. In other words, if the edges of \( Z \) are \( e_1, e_2, \ldots, e_r \) in this order, then all odd-indexed edges are red and all even-indexed edges are blue, or vice versa. The rest of the proof consists of three steps. First, we show that every chain must be a simple path, so no vertex may appear twice on a chain. If this is not the case, we will show that \( \mathcal{R} \) is not a unique set of paths routing \((S_1, T_1)\), or that \( \mathcal{B} \) is not a unique set of paths routing \((S_2, T_2)\), leading to a contradiction. In the second step, we construct a collection of \( 2k \) chains using a natural greedy algorithm: start from some source, and then follow alternatively red and blue edges, while possible. We will show that every vertex of \( H \) belongs to at least one chain (but may belong to more than one). We then associate a separate label with each chain, and assign all vertices that belong to a chain the same label. If a vertex belongs to several chains, then one of the corresponding labels is assigned arbitrarily. Finally, we prove that for every path \( P \in \mathcal{R} \cup \mathcal{B} \) and every chain \( Z \), if \( v \) and \( v' \) are two vertices that belong to both \( P \) and \( Z \), then they must appear in the same order on \( P \) and on \( Z \).

Before we proceed, we define two auxiliary structures: red and blue cycles. Let \( C \) be a directed simple cycle in the graph \( \hat{H} \) (so every vertex may appear at most once on \( C \)). We say that it is a blue cycle if we can partition \( C \) into an even number of edge-disjoint consecutive segments \( \sigma_1, \sigma_2, \ldots, \sigma_{2r} \), where \( r > 0 \); for all \( 1 \leq i \leq r \), \( \sigma_{2i} \) consists of a single red edge, and \( \sigma_{2i-1} \) is a non-empty path that only consists of blue edges. Every edge of \( C \) belongs to exactly one segment, and every consecutive pair of segments shares one vertex (if \( r = 1 \) then the two segments share two vertices — the endpoints of the segments). A red cycle is defined similarly, with the roles of the red and the blue segments reversed. We start by showing that \( H \) cannot contain a red or a blue cycle. Proofs of several claims in the rest of the section are omitted and can be found in \[10\].
Lemma 2.1. Graph $\tilde{H}$ cannot contain a red cycle or a blue cycle.

The claim below essentially follows from the preceding lemma.

Claim 2.2. If $Z$ is a chain, then every vertex of $V(H)$ may appear on $Z$ at most once.

We define a collection $\mathcal{Z}$ of $2k$ chains in $\tilde{H}$, and prove that every vertex of $\tilde{H}$ belongs to at least one chain. Let $s \in S_1 \cup S_2$, and let $e$ be the unique edge leaving $s$. We start building the chain by adding $e$ to the chain. If the last edge added to the chain $e' = (u,v)$ is a red edge, and there is a blue edge leaving $v$ in $\tilde{H}$, then we add the unique blue edge leaving $v$ to the chain; if no such edge exists, we complete the construction of the chain — in this case, $v \in T_1 \cup T_2$ must hold. Similarly, if the last edge added to the chain $e' = (u,v)$ is a blue edge, and there is a red edge leaving $v$ in $\tilde{H}$, then we add the unique red edge leaving $v$ to the chain; if no such edge exists, we complete the construction of the chain. Overall, we construct one chain starting from each vertex in $S_1 \cup S_2$, obtaining $2k$ chains. Let $\mathcal{Z}$ denote the resulting collection of the chains.

Claim 2.3. Every vertex of $\tilde{H}$ belongs to at least one chain.

Our final step is the following claim.

Claim 2.4. Let $Z$ be a chain, and assume that it contains two vertices $v, v' \in V(P)$, where $P \in \mathcal{R} \cup \mathcal{B}$. Assume further that $v$ appears before $v'$ on $Z$. Then $v$ appears before $v'$ on $P$.

We are now ready to assign labels to the vertices of $H$. Let $\mathcal{Z} = \{C_1, C_2, \ldots, C_{2k}\}$. Fix any vertex $v \in H$, and let $C_i \in \mathcal{Z}$ be any chain that contains $v$. We then assign to $v$ the label $\ell_i$.

Consider now any pair $R \in \mathcal{R}$, $B \in \mathcal{B}$ of paths, and let $v, v'$ be two vertices that have the same label $\ell_i$ and appear on both $R$ and $B$. Assume w.l.o.g. that $v$ appears before $v'$ on chain $C_i$. Then from Claim 2.4 $v$ must appear before $v'$ on both $R$ and $B$. This completes the proof of Theorem 2.2 and hence of Theorem 2.1 and Theorem 1.2.

3 Background on Treewidth and Path-of-Sets System

In this section we define some graph-theoretic notions and summarize some previous results that we use in the proof of Theorem 1.1. We also define a combinatorial object that plays a central role in the proof — the path-of-sets system from [9].

Given a graph $G = (V,E)$ and a set $A \subseteq V$ of vertices, we denote by $E_G(A)$ the set of edges with both endpoints in $A$, and by $\text{out}_G(A)$ the set of edges with exactly one endpoint in $A$. For disjoint sets of vertices $A$ and $B$, the set of edges with one end point in $A$ and the other in $B$ is denoted by $E_G(A,B)$. For a vertex $v$ in a graph $G$ we use $d_G(v)$ to denote its degree. We may omit the subscript $G$ if it is clear from the context. Given a set $\mathcal{P}$ of paths in $G$, we denote by $V(\mathcal{P})$ the set of all vertices participating in paths in $\mathcal{P}$, and similarly, $E(\mathcal{P})$ is the set of all edges that participate in paths in $\mathcal{P}$. We sometimes refer to sets of vertices as clusters. A path $P$ in a graph $G$ is a 2-path if every inner vertex $v$ in $P$ has $d_G(v) = 2$. It is a maximal 2-path iff the degrees of the endpoints of $P$ are both different from 2. Given a set $\mathcal{P}$ of paths, we denote by $J(\mathcal{P})$ the graph obtained by the union of all the paths in $\mathcal{P}$. Given a graph $H$, let $\tau(H)$ denote the number of vertices of $H$ whose degree is more than 2 in $H$.

We now define the notion of linkedness and the different notions of well-linkedness that we use.

Definition 1. We say that a set $\mathcal{T}$ of vertices is $\alpha$-well-linked in $G$, iff for any partition $(A,B)$ of the vertices of $G$ into two subsets, $|E(A,B)| \geq \alpha \cdot \min\{|A \cap \mathcal{T}|, |B \cap \mathcal{T}|\}$.

Definition 2. We say that a set $\mathcal{T}$ of vertices is node-well-linked in $G$, iff for any pair $(\mathcal{T}_1, \mathcal{T}_2)$ of sized subsets of $\mathcal{T}$, there is a collection $\mathcal{P}$ of $|\mathcal{T}_1|$ node-disjoint paths, connecting the vertices of $\mathcal{T}_1$ to the vertices of $\mathcal{T}_2$. (Note that $\mathcal{T}_1$, $\mathcal{T}_2$ are not necessarily disjoint, and we allow empty paths).

The two different notions of well-linkedness are closely related. In particular, suppose $\mathcal{T}$ is $\alpha$-well-linked in a graph $G$ of maximum degree $\Delta$. Then there is a large subset $\mathcal{T}' \subseteq \mathcal{T}$ of vertices that is node-well-linked in $G$, as shown in the following theorem.

Theorem 3.1. (Theorem 2.2 in [9]) Suppose we are given a connected graph $G = (V,E)$ with maximum vertex degree $\Delta$, and a subset $\mathcal{T}$ of $\kappa$ vertices called

\footnote{This notion of well-linkedness is based on edge-cuts and we distinguish it from node-well-linkedness that is directly related to treewidth. For technical reasons it is easier to work with edge-cuts and hence we use the term well-linked to mean edge-well-linkedness, and explicitly use the term node-well-linkedness when necessary.}
The following well-known lemma summarizes an important connection between treewidth and node-well-linkedness.

**Lemma 3.1.** ([35]) Let $k$ be the size of the largest node-well-linked set in $G$. Then $k \leq \text{tw}(G) \leq 4k$.

Combining Theorem 3.1 with Lemma 3.1, we obtain the following theorem.

**Theorem 3.2.** Let $G$ be any graph with maximum vertex degree $\Delta$, and $T$ a subset of $k$ vertices, such that $T$ is a well-linked set in $G$, for $\alpha < 1$. Then the treewidth of $G$ is $\Omega(\alpha k/\Delta)$.

A notion closely related to well-linkedness is that of linkedness, where we require good connectivity between a pair of disjoint vertex subsets.

**Definition 3.** We say that two disjoint vertex subsets $A$ and $B$ are linked in $G$ if for any pair of equal-sized subsets $A' \subseteq A, B' \subseteq B$ there is a set $P$ of $|A'|$ node-disjoint paths connecting $A'$ to $B'$ in $G$.

**Path-of-Sets System** A central combinatorial object that we use in the proof of Theorems 1.1 is a path-of-sets system, that was introduced in [9] (a somewhat similar object, called a grill, was introduced by Leaf and Seymour [27]). See Figure 2.

**Definition 4.** A path-of-sets system $(\mathcal{S}, \bigcup_{i=1}^{r-1} \mathcal{P}_i)$ of width $r$ and height $h$ consists of:

- A sequence $\mathcal{S} = (S_1, \ldots, S_r)$ of $r$ disjoint vertex subsets of $G$, where for each $i$, $G[S_i]$ is connected;
- For each $1 \leq i \leq r$, two disjoint sets $A_i, B_i \subseteq S_i$ of $h$ vertices each, such that $A_i$ and $B_i$ are linked in $G[S_i]$;
- For each $1 \leq i < r$, a set $P_i$ of $h$ disjoint paths, routing $(B_i, A_{i+1})$, such that all paths in $\bigcup P_i$ are mutually disjoint, and do not contain the vertices of $\bigcup_{S_i \in \mathcal{S}} S_i$ as inner vertices,
- Expander and the Cut-Matching Game. We say that a (multi-)graph $G = (V, E)$ is an $\alpha$-expander, iff $\min_{S \subseteq V, \ |S| \leq V/2} \left\{ \frac{|E(S, \bar{S})|}{|S|} \right\} \geq \alpha$. We use the cut-matching game of Khandekar, Rao and Vazirani [24] to construct an expander that can be appropriately embedded in a graph. In this game, we are given a set $V$ of $N$ vertices, where $N$ is even, and two players: a cut player, whose goal is to construct an expander $X$ on the set $V$ of vertices, and a matching player, whose goal is to delay its construction. The game is played in iterations. We start with the graph $X$ containing the set $V$ of vertices, and no edges. In each iteration $j$, the cut player computes a bi-partition $(A_j, B_j)$ of $V$ into two equal-sized sets, and the matching player returns some perfect matching $M_j$ between the two sets. The edges of

![Figure 2: Path-of-Sets System](image-url)
\(M_j\) are then added to \(X\). Khandekar, Rao and Vazirani have shown that there is a strategy for the cut player, guaranteeing that after \(O(\log^2 N)\) iterations, no matter the strategy of the matching player, the resulting graph is a \(\frac{1}{2}\)-expander w.h.p. Subsequently, Orecchia et al. [33] have shown the following improved bound:

**Theorem 3.4.** [33] There is a probabilistic algorithm for the cut player, such that, no matter how the matching player plays, after \(\gamma_{CMC}(N) = O(\log^2 N)\) iterations, graph \(X\) is an \(\alpha_{CMC}(N) = \Omega(\log N)\)-expander, with constant probability.

Our algorithms work by embedding an expander \(X\) into a sub-graph of \(G\). The embedding of the expander is then used to certify the treewidth. We use the following notion of embedding.

**Definition 5.** Let \(G, X\) be graphs. An embedding \(\varphi\) of \(X\) into \(G\) maps every vertex \(v \in X\) to a connected subgraph \(C_v \subseteq G\), and every edge \(e = (u, v) \in E(X)\) to a path \(P_e\) in graph \(G\), whose endpoints belong to \(C_u\) and \(C_v\), respectively. We say that the congestion of the embedding is at most \(c\), iff every edge of \(G\) belongs to at most \(c - 1\) paths in \(\{P_e\mid e \in E(X)\}\) and at most one graph \(\{C_v\mid v \in V(X)\}\).

In the next simple claim, we show that if we can embed a \(\kappa\)-vertex expander with congestion at most \(c\) into a graph \(H\) with bounded vertex degree, then the treewidth of \(H\) is large.

**Claim 3.2.** Let \(X\) be an \(\alpha\)-expander on \(\kappa\) vertices for \(\alpha < 1\), with maximum vertex degree \(\Delta'\), and let \(H\) be a graph with maximum vertex degree at most \(\Delta\), such that there is an embedding of \(X\) into \(H\) with congestion \(\eta\). Then \(\text{tw}(H) = \Omega\left(\frac{\kappa^{\gamma_{CMC}}}{{\alpha}}\right)\).

### 4 A Small Treewidth-Preserving Degree-4 Minor

In this section we prove the following theorem which gives a degree-4 sparsifier.

**Theorem 4.1.** There is a randomized algorithm, that, given a graph \(G\) of treewidth at least \(k\), w.h.p. computes a minor \(H\) of \(G\), such that:

- the treewidth of \(H\) is \(\Omega(k/\text{poly log } k)\);
- every vertex has degree at most 4 in \(H\); and
- \(|V(H)| = O(k^4)\).

The running time of the algorithm is polynomial in \(|V(G)|\) and \(k\).

In order to prove Theorem 4.1, it is sufficient to find a subgraph \(H\) of \(G\), with \(\tau(H) = O(k^4)\), such that the maximum vertex degree in \(H\) is at most 4, and the treewidth of \(H\) is \(\Omega(k/\text{poly log } k)\). Indeed, by replacing every maximal 2-path in \(H\) with an edge connecting its endpoints, we obtain the desired minor.

We start by applying Theorem 3.3 with \(r = \gamma_{CMC}(k)\) and \(h = \Omega(k/\text{poly log } k)\), so that \(h\) is an even integer, and \(\frac{k}{\log c' k} > \chi_{exp}^{48}\) holds, where \(c, c'\) are the constants from Theorem 3.3. Let \((S, \bigcup_{i=1}^{r-1} P_i)\) be the resulting path-of-sets system.

Our next step is to construct an expander graph \(X\) on \(h\) vertices, and to embed it into a sub-graph \(H\) of \(G\). Following the previous work on routing problems [34, 1, 14, 15, 11], we will embed \(X\) into \(G\) using the cut-matching game, and the path-of-sets system \((S, \bigcup_{i=1}^{r-1} P_i)\). We start with an intuitive high-level description of the algorithm. For each \(1 \leq i \leq r\), let \(Q_i\) be any set of node-disjoint paths connecting \(A_i\) to \(B_i\) in \(G[S_i]\) (this set exists due to the linkedness of \((A_i, B_i)\) in \(G[S_i]\)). Let \(H\) be the set of \(h\) paths, obtained by concatenating \(Q_1, P_1, Q_2, P_2, \ldots, P_{r-1}, Q_r\). We denote \(H = \{P_1, \ldots, P_h\}\). The high-level idea is to construct an expander \(X\) over a set \(V = \{v_1, \ldots, v_h\}\) of \(h\) vertices, and to embed it into \(G\) using the cut-matching game, as follows. For each \(1 \leq i \leq h\), we embed \(v_i\) into \(P_i\), that is, \(C_{v_i} = P_i\). We construct the edges of the expander, and embed them into \(G\), using the cutmatching game, where for each \(1 \leq j \leq r\), we use cluster \(S_j \in S\) to route the \(j\)th matching, as follows. A partition \((Y, Z)\) of the vertices of \(X\) computed by the cut player naturally defines a partition \((H_Y, H_Z)\) of the paths in \(H\) into two equal-sized subsets, which in turn defines a partition \((A'_j, A''_j)\) of \(A_j\) into two equal-sized subset. Using the fact that \(A_j\) is node-well-linked inside \(G[S_j]\), we can find a set \(B_j\) of node-disjoint paths in \(G[S_j]\) connecting \(A'_j\) to \(A''_j\). This set of paths defines a matching \(M_j\) between the paths in \(H_Y\) and \(H_Z\), and hence between the vertices of \(Y\) and \(Z\) in \(X\). We view this matching as the response of the matching player. After \(\gamma_{CMC}(h) \leq \gamma_{CMC}(k) = r\) iterations, we obtain an expander \(X\) and its embedding with congestion 2 into \(G\). Intuitively, we would like to define \(H\) as the set of all edges and vertices of \(G\) used in this embedding, that is, the union of the paths in \(H\) and \(\bigcup_{j=1}^{r} B_j\). It is easy to see that the maximum vertex degree in \(H\) is at most \(4\), since in each cluster \(S_j\) we only route 2 sets of node-
disjoint paths: $Q_j$ and $B_j$. However, $\tau(H)$ may not be bounded by $O(k^4)$. In particular, the paths in $Q_j$ and $B_j$ may intersect at many vertices. In order to overcome this difficulty, we can use Theorem 1.2 to find new sets $Q'_j$ and $B'_j$ of paths, routing the same pairs of vertex subsets, such that, if $J = J(Q'_j \cup B'_j)$, then $\tau(J) = O(h^4)$. However, this re-routing changes the paths in $H$, and therefore the mapping between the vertices in $A_j$ for $j' \neq j$ and the vertices in $X$ may be changed. Therefore, we need to execute this procedure more carefully. In particular, we apply Theorem 1.2 in the graph $G[S_j]$ after each iteration $j$ of the cut-matching game; for iteration $j + 1$ we exploit the node-well-linkedness of the set $A_{j+1}$ in $G[S_{j+1}]$ to maintain consistency in the mapping of paths in $H$ to the vertices of the expander. The formal description of the embedding procedure can be found in [10].

5 Building a Degree-3 Minor

In this section we complete the proof of Theorem 1.1. We start with an informal overview to help understand the high-level plan.

5.1 Overview

We use an algorithm, similar to the one used in Section 4, in order to embed an expander into $G$, using the path-of-sets system. The main difference is that, instead of embedding a single expander $X$, we will embed $N$ expanders $X_1, \ldots, X_N$ where $N = \Theta(\log k)$. For this purpose we start with a longer path-of-sets system $(S, \bigcup_{i=1}^{N} P_i)$ with parameters $h = k/\text{poly log } k$ and $r = O(\text{poly log } k)$ and partition it into $N = O(k)$ smaller path-of-sets systems with parameters $r^* = \gamma_{\text{ex}}(h)$ and $h$ (hence $r \approx N r^*$). For $1 \leq i \leq N$, we embed an expander $X_i$ into the $i$’th path-of-sets system using the approach in the preceding section. Recall that for each cluster $S_i$, we construct two sets of paths contained in $G[S_i]$: one set, $R_i$, that we call red paths, routes $(A_i, B_i)$, and another set, $B_i$, that we call blue paths, routes $(A'_i, A''_i)$, where $(A'_i, A''_i)$ is the partition of $A_i$ defined by the cut player. Let $H_i$ be the topological minor of $G[S_i]$ obtained by taking the union of the paths in $R_i$ and $B_i$, and suppressing all degree-2 vertices, except for $A_i \cup B_i$. We assume that $H_i$ is minimal in the following sense: for each edge $e$ of $H_i$, either $(A_i, B_i)$ or $(A'_i, A''_i)$ is not routable in $H_i \setminus \{e\}$. Abusing the notation, we assume that $R_i$ and $B_i$ are the sets of the red and the blue paths, routing $(A_i, B_i)$ and $(A'_i, A''_i)$, respectively in $H_i$. Notice that every vertex of $H_i$ must lie on some red path. Let $H$ be the set of $h$ paths obtained by concatenating the paths in $R_1, P_1, \ldots, P_{N r^* - 1}, R_{N r^*}$, and let $H$ be the topological minor of $G$ obtained by taking the union of the graphs $H_i$ and the paths $\bigcup_{i=1}^{N r^* - 1} P_i$. We say that an edge of $H$ is a red edge if it belongs to a red path and no blue paths; it is a blue edge if it belongs to a blue path and no red paths; and it is a red-blue edge if it belongs to both a red and a blue path. We can view the $N$ different expanders as sharing the same vertex set, where the vertices correspond to the paths in $H$. Consider a vertex $v$ of degree 4 in graph $H$; it must be incident to two red edges and two blue edges. In order to reduce the degree to 3, we use random sampling to pick one of the two blue edges incident to $v$ and eliminate it. After this step the degree of every vertex is at most 3. Let $H^*$ be this final topological minor of $G$. The heart of the analysis is to show that $H^*$ has treewidth $\Omega(k/\text{poly log } k)$. This is done by showing that the set $A = A_1$ of vertices remains $\alpha$-well-linked in $H^*$, for $\alpha = \Omega(1/\text{poly log } k)$, and applying Theorem 3.2.

We start by observing that the set $A$ of vertices is $\alpha_{WL}$-well-linked in $H$, for some constant $\alpha_{WL}$. This is shown by using the embeddings of the expanders $X_1, \ldots, X_N$ into $H$. Next, we carefully partition each path in $H$ into a collection of disjoint segments. Intuitively, each segment of a path $P \in H$ is a sub-path of $P$ of length $\Theta(\text{poly log } k)$. We then contract each such segment $\sigma$ into a super-node $\sigma$. Let $F$ be this contracted graph, and let $F^*$ be the corresponding contracted graph of $H^*$. Equivalently, $F^*$ is obtained from $F$ by deleting all the edges in $E(H) \setminus E(H^*)$.

Each vertex of $A$ belongs to a distinct contracted segment, and is associated with the corresponding super-node in $F$. We do not distinguish between the vertices of $A$ and their corresponding super-nodes. It is easy to see that $A$ remains $\alpha_{WL}$-well-linked in $F$ since we only contracted edges. The most crucial property of the contracted graph $F$ is that the value of the minimum cut in $F$ is at least $\Omega(\log |V(F)|)$. This allows us to use arguments similar to those used in Karger’s sampling technique [22] to show that all cuts are approximately preserved in $F^*$. In particular, the vertices of $A$ remain $\alpha_{WL}/32$-well-linked in $F^*$. Since the length of every segment used in the construction of the contracted graph $F$ is $O(\text{poly log } k)$, this implies that the vertices of $A$ are $\alpha$-well-linked in $H^*$, for $\alpha = \Omega(1/\text{poly log } k)$. The most challenging part of the proof is to set up the partition of the paths in $H$ into segments, so that in the resulting contracted graph $F$, the value of the minimum cut is $\Omega(\log |V(F)|)$. At a high-level, the proof proceeds as follows. Assume for contradiction, that there is a partition $(X, Y)$ of $V(F)$ with $X, Y \neq \emptyset$, and $|E_F(X, Y)| < N$. Let $X' \subseteq V(H)$ be obtained from $X$ by un-contracting all super-nodes in $X$, and let $Y' \subseteq V(H)$ be obtained
from $Y$ similarly. Then $(X', Y')$ is a partition of $V(H)$, and $|E_H(X', Y')| < N$. Assume first that there are two paths $P, P' \in \mathcal{H}$, such that $P \subseteq H[X']$ and $P' \subseteq H[Y']$. We then use the embeddings of the expanders $X_1, \ldots, X_N$ to argue that $|E_H(X', Y')| \geq N$, reaching a contradiction. Therefore, we can assume w.l.o.g. that no path of $\mathcal{H}$ is contained in $H[X']$. We next show that for some $1 \leq i^* \leq N r^*$, partition $(X', Y')$ of $V(H)$ defines a partition $(X^{*}, Y^{*})$ of $V(H^{*})$, such that $|X^{*}|, |Y^{*}| > 200.N^4$, while $|E_{H^{*}}(X^{*}, Y^{*})| < N$. We then consider the segments of the red paths in $\mathcal{R}^{*}$, and the blue paths in $\mathcal{B}^{*}$, that are contained in $H^{*}[X']$. Let $\mathcal{R}^{*}$ denote the corresponding segments of the red paths, and $\mathcal{B}^{*}$ the corresponding segments of the blue paths. Using Theorem 2.4, we show that there is some edge $e \in H[X']$, such that we can still route the endpoints of the paths in $\mathcal{R}^{*}$ to each other, and the endpoints of the paths in $\mathcal{B}^{*}$ to each other, even after deleting $e$ from $H[X^{*}]$. This new routing implies that we can route both $(A_{r^{*}}, B_{s^{*}})$ and $(A_{r^{*}}, A_{s^{*}})$ in $H^{*}\setminus \{e\}$, contradicting the minimality of $H^{*}$.

**5.2 Proof of Theorem 1.1** We set $r = 2^{15} \log k \cdot \gamma_{\text{comb}}(k) = \Theta((\log^3 k)$, and $h = \Omega(k / \log \log k)$, so that $h$ is an even integer, and $k / \log^k k > c h r^{48}$, where $c$ and $c'$ are the constants from Theorem 3.3. We assume w.l.o.g. that $k$ is large enough, so $h > 720 \log k$ and $h > \gamma_{\text{comb}}(h)$. We then apply Theorem 5.3 to graph $G$, with parameters $r$ and $h$, to obtain a strong path-of-sets system $(S, \bigcup_{i=1}^{r-1} P_i)$ of height $h$ and width $r$.

Let $r^* = \gamma_{\text{comb}}(h)$, and let $N = \lceil 3072 \log(10 h^4 \cdot r^*) \rceil$; it is easy to see that $N = \Theta(h \log h)$. We will assume w.l.o.g. that $h$ is large enough, so $N > 1356 \log(10 (4 h^4 \cdot r^* \cdot N))$ holds. Finally, we let $r' = N \cdot r^*$. Note that $r' = r^* \cdot \lceil 3072 \log(10 h^4 \cdot r^*) \rceil \leq 2^{15} \gamma_{\text{comb}}(h) \log h < r$.

We construct a new, smaller, path-of-sets system, of height $h$ and width $r'$, using the clusters $S' = (S_1, \ldots, S_{r'})$, and the sets $P_i$ of paths, for $1 \leq i \leq r' - 1$; in other words we restrict attention to the first $r'$ clusters from the initial path-of-sets system. Abusing notation, we denote $r'$ by $r$ and $S'$ by $S$.

We denote by $G'$ the following minor of $G$: start with the union of $G[S_i]$ for all $1 \leq i \leq r$; for each path $P \in \bigcup_{i=1}^{r-1} P_i$, add an edge connecting the endpoints of $P$ to $G'$. We denote by $E_i$ the set of edges corresponding to the paths in $P_i$. Equivalently, we obtain $G'$ from graph $(\bigcup_{S_i \in S} G[S_i]) \cup \bigcup_{i=1}^{r-1} P_i$ by suppressing degree-2 internal nodes on the paths in $\bigcup_{i=1}^{r-1} P_i$. It is now easy to find a topological minor $H^*$ of $G'$ whose treewidth is $\Omega(k / \log \log k)$, maximum vertex degree is 3, and $|V(H^*)| = O(k^4)$. We do so via the following theorem:

**Theorem 5.1.** There is an efficient randomized algorithm, that finds a topological minor $H^*$ of $G'$, such that w.h.p.:

- $|V(H^*)| = O(h^4 \cdot r)$;
- The maximum vertex degree in $H^*$ is 3;
- $A_1 \subseteq V(H^*)$; and
- The set $A_1$ of vertices is $\alpha$-well-linked in $H^*$, for $\alpha = \Omega(1 / \log^2 k)$.

Theorem 5.1 follows easily from Theorem 5.3. The desired topological minor of $G$ is $H^*$. The only property that is left to verify is that $\text{tw}(H) = \Omega(k / \log \log(k))$ which follows from $\alpha$-well-linkedness of $A_1$ in $H^*$. Indeed, Theorem 5.2 implies that $\text{tw}(H) = \Omega((\alpha |A_1| / 3) = \Omega(k / \log \log(k))$ since $|A_1| = h = \Omega(k / \log \log(k))$, $\alpha = \Omega(1 / \log^2 k)$ and $H^*$ has maximum degree 3. From now on we focus on proving Theorem 5.1.

In order to simplify the notation, we refer to the graph $G'$ as $G$. Recall that we are given a path-of-sets system $(S = (S_1, \ldots, S_r), \bigcup_{i=1}^{r-1} P_i)$ of height $h$ and width $r = N r^*$ in $G$, where for each $1 \leq i < r$, each path in $P_i$ consists of a single edge, and the corresponding set of edges is denoted by $E_i$. Let $E' = \bigcup_{i=1}^{r-1} E_i$. We denote $A_1$ by $A$. Our goal is to construct a topological minor $H^*$ of $G$, such $|V(H^*)| = O(h^4 r)$, the maximum vertex degree of $H^*$ is 3, while ensuring that $A \subseteq V(H^*)$ and it is $\alpha$-well-linked in $H^*$, w.h.p.

The rest of the proof consists of three steps. In the first step, we define the sets $B_i, R_i$ of paths for $1 \leq i \leq r$ by playing the cut-matching games; in the second step we partition the resulting red paths into segments; and in the third step we complete the proof of the theorem.

**Step 1: Cut-Matching Games** In this step we construct $N$ expanders $X_1, \ldots, X_N$, and embed each of them separately into $G$. For each $1 \leq i \leq N$, let $S_i = (S_i, \ldots, S_{i+r^*}), E_i = \bigcup_{j=(i-1)r^*+1}^{i r^*} E_j$, and let $E_i = E_i - (i = n, E_i = \emptyset)$. Let $G_i$ be the graph obtained from the union of $G[S_i]$ for all $S_j \in S_i$ and the edges in $E_i$. For each $1 \leq i \leq N$, we embed the expander $X_i$ into $G_i$, using the cut-matching game, as follows. For convenience, we denote $(i - 1) r^*$ by $z$.

We will gradually construct a set $\mathcal{H}_i$ of paths over the course of $r^*$ iterations. For each $1 \leq j \leq r^*$, at the beginning of the $j$th iteration, we are given a set $\mathcal{H}_0$ of $h$ disjoint paths, connecting the vertices of $A_{i+j}$ to the
vertices of \( A_{i+j} \), and a bijection \( f : \mathcal{H}^j \to V(X_i) \). At the beginning, \( \mathcal{H}^j \) consists of \( h \) paths, each of which consists of a single distinct vertex of \( A_{i+j} \), and the mapping \( f : \mathcal{H}^j \to V(X_i) \) is an arbitrary bijection. We also start with a graph \( X_i \) on \( h \) vertices, and \( E(X_i) = \emptyset \). For \( 1 \leq j \leq r^* \), the \( j \)th iteration is executed as follows.

We use the cut player on the current graph \( X_i \) to find a partition \((Y_j, Z_j)\) of \( V(X_i) \) into two equal-sized subsets.

This naturally defines a partition \((\mathcal{H}_j^1, \mathcal{H}_j^2)\) of \( \mathcal{H}^j \) where \( \mathcal{H}_j^1 \) contains all paths \( P \in \mathcal{H}^j \), such that \( f(P) \subseteq Y_j \). In turn, this gives a partition \((A_{i+j}^j, A''_{i+j})\) of \( A_{i+j} \), where a vertex \( v \in A_{i+j} \) belongs to \( A_{i+j}^j \) iff the path \( P \) on which \( v \) lies belongs to \( \mathcal{H}_j^1 \). Since the set \( A_{i+j} \) of vertices is node-well-linked in \( G[S_{i+j}] \), there is a collection of node-disjoint paths routing \((A_{i+j}^j, A''_{i+j})\) in \( G[S_{i+j}] \). Since \( A_{i+j} \) and \( B_{i+j} \) are linked in \( G[S_{i+j}] \), there is a collection of node-disjoint paths routing \((A_{i+j}, B_{i+j})\) in \( G[S_{i+j}] \). From Theorem 1.2 we can find a set \( \mathcal{H}_j^1 \) of paths routing \((A_{i+j}^j, A''_{i+j})\), and a set \( \mathcal{H}_j^2 \) of paths routing \((A_{i+j}^j, B_{i+j})\) in \( G[S_{i+j}] \), such that, if \( J = \mathcal{H}_j^1 \cup \mathcal{H}_j^2 \), then the maximum vertex degree in \( J \) is bounded by 4, the degree of every vertex in \( A_{i+j} \) is at most 3, and \( \tau(J) \leq 8h^4 + 8h \). We will assume that \( J \) is a minimal graph in which \((A_{i+j}^j, A''_{i+j})\) and \((A_{i+j}, B_{i+j})\) are both routable: that is, for every edge \( e \in E(J) \), either \((A_{i+j}^j, A''_{i+j})\), or \((A_{i+j}, B_{i+j})\) are not routable in \( J \setminus \{e\} \).

We let \( H_{i+j} \) be the graph obtained from \( J \) by replacing every maximal 2-path that does not contain the vertices of \( A_{i+j} \cup B_{i+j} \) as inner vertices, by an edge connecting its two endpoints. Then \( |V(H_{i+j})| \leq 8h^4 + 8h \leq 10h^4 \), every vertex of \( H_{i+j} \) has degree at most 4, while the vertices in \( A_{i+j} \cup B_{i+j} \) have degree at most 3; there is a set \( \mathcal{E}_{i+j} \) of paths routing \((A_{i+j}^j, A''_{i+j})\), and a set \( \mathcal{E}_{i+j} \) of paths routing \((A_{i+j}, B_{i+j})\) in \( H_{i+j} \), and for every edge \( e \in E(H_{i+j}) \), either \((A_{i+j}^j, A''_{i+j})\), or \((A_{i+j}, B_{i+j})\) are not routable in \( H_{i+j} \setminus \{e\} \). We call the paths in \( \mathcal{E}_{i+j} \) red paths, and the paths in \( \mathcal{E}_{i+j} \) blue paths. An edge that belongs to a red path, but no blue path is called a red edge. An edge belongs to a blue path but no red path is called a blue edge. An edge that lies on a red and a blue path is called a red-blue edge. Notice that a vertex of \( H_{i+j} \) has degree 4 only if it is incident on two blue edges. Each vertex in \( A_{i+j} \) serves as a source of a red path and a source or a destination of a blue path, so it can only be incident on at most two edges in \( H_{i+j} \). A vertex \( v \in B_{i+j} \) serves as a destination of a red path; its degree is at most 3, and it is equal to 3 only if \( v \) is incident on two blue edges.

We let \( \mathcal{H}_{i+j} \) be the concatenation of the paths in \( \mathcal{H}_j^1, \mathcal{E}_{i+j}, \) and \( \mathcal{E}_{i+j} \). In order to define the mapping \( f : \mathcal{H}_{i+j} \to V(X_i) \), for each \( P \in \mathcal{H}_{i+j} \), let \( P' \in \mathcal{H}_j \) be the sub-path of \( P \). Then we set \( f(P) = f(P') \). Notice that the set \( B_{i+j} \) of paths defines a matching between the paths in \( \mathcal{H}_j^1 \) and \( \mathcal{H}_j^2 \), which in turn naturally defines a matching \( M_j \) between \( Y_j \) and \( Z_j \) in \( X_i \). We add the edges of the matching \( M_j \) to \( X \). Each edge \( e = (v_1, v_2) \in M_j \) is matched to the corresponding path in \( B_{i+j} \), that connects the unique vertex in \( A_{i+j} \cap f^{-1}(v_1) \) to the unique vertex in \( A_{i+j} \cap f^{-1}(v_2) \).

Finally, we set \( H_i = \mathcal{H}_{i+j}^* \). Let \( H_i \) be the union of the graphs \( H_{i+1}, \ldots, H_{i+r^*} \), and the edges \( E_i \). Then we have defined an \( \alpha_{\text{cmn}}(h) \)-expander \( X_i \) on \( h \) vertices with maximum vertex degree \( \gamma_{\text{cmn}}(h) \), and embedded it with congestion 2 into \( H_i \), where each vertex of \( X_i \) is embedded into a distinct path in \( H_i \).

Let \( H \) be the union of the graphs \( H_i \), for \( 1 \leq i \leq N \) and \( \bigcup_{i=1}^{N-1} \tilde{E}_i \), and let \( H \) be the concatenation of \( H_1, \tilde{E}_1, \ldots, \tilde{E}_{N-1}, H_N \). We will sometimes refer to the paths in \( H \) as red paths. All vertices in \( H \) have degree at most 4, and, as observed before, a vertex of \( H \) may have degree 4 only if it is incident on exactly two blue edges. Every vertex in \( A \) has degree at most 2. Our final graph \( H^* \) is obtained from \( H \) as follows: for each vertex \( v \in (H) \) that is incident on two blue edges, we independently choose one of these two blue edges at random. Each blue edge that has been chosen by at least one vertex is then deleted from the graph. This final graph is denoted by \( H^* \). Notice that each edge \( e = (u,v) \) may be deleted from \( H \) due to the choice made by \( u \) or \( v \); the overall probability that \( e \) is not deleted is at least 1/4. Moreover, if \( e \) and \( e' \) do not share endpoints, then the events that \( e \) is deleted and that \( e' \) is deleted are independent.

It is immediate to see that \( |V(H^*)| \leq N r^* \cdot O(h^4) = O(r^*h^4); \) the vertices of \( A \) are contained in \( V(H^*) \), and the maximum vertex degree in \( H^* \) is 3. It now only remains to prove that w.h.p. the vertices of \( A \) are \( \alpha \)-well-linked in \( H^* \), for some \( \alpha = \Omega(1/\log^2 k) \). We do so in the next two steps, using the following claim whose proof can be found in [10].

**Claim 5.1.** The set \( A \) of vertices is \( \alpha_{\text{wl}} \)-well-linked in \( H \), where \( \alpha_{\text{wl}} = \min \left\{ \frac{1}{2}, \frac{N \alpha_{\text{cmn}}(h)}{\gamma_{\text{cmn}}(h)} \right\} = \Omega(1) \).

**Step 2: Partitioning the Red Paths**

In this step, we will define a collection \( \Sigma_P \) of disjoint segments for every path \( P \in \mathcal{H} \).

Consider any such path \( P \in \mathcal{H} \). A sub-path \( P' \) of \( P \) is called a heavy sub-path iff for some \( 1 \leq i \leq N r^* \), \( P' \) contains at least \( 200N^4 = \Theta(\log^4 h) \) vertices that belong to \( H_i \).
If $P$ contains no heavy sub-paths, then $\Sigma_P = \{P\}$. Notice that $P$ contains at most $N r^* \cdot O(\log^2 h) = O(\log^7 h)$ vertices in this case. Otherwise, we perform a number of iterations. In each iteration, we start with some heavy sub-path $P'$ of $P$, where at the beginning of the first iteration, $P' = P$. Let $P''$ be the minimum-length heavy sub-path of $P'$ containing the first vertex of $P'$. If $P' \setminus P''$ is a heavy path, then we add $P''$ to $\Sigma_P$, delete all vertices of $P''$ from $P'$, and continue to the next iteration. Otherwise, we add $P'$ to $\Sigma_P$ and finish the algorithm. Notice that in any case, the length of every path added to $\Sigma_P$ is at most $N r^* \cdot O(\log^4 h) = O(\log^7 h)$. Overall, for each path $P \in \mathcal{H}$, we obtain a partition of $P$ into disjoint sub-paths of length at most $O(\log^7 h)$ each. Moreover, if $|\Sigma_P| > 1$, then each path in $\Sigma_P$ is a heavy sub-path of $P$. Let $\Sigma = \bigcup_{P \in \mathcal{H}} \Sigma_P$.

We obtain a contracted graph $F$ from $H$ by contracting, for each $\sigma \in \Sigma$, the vertices of $\sigma$ into a single super-node $v_\sigma$. For every vertex $u \in A$, let $g(u)$ be the super-node $v_\sigma$ such that $u \in V(\sigma)$. Notice that for $u \neq u'$, $g(u) \neq g(u')$. Let $U = \{g(u) \mid u \in A\}$. Since, from Claim 5.1, the vertices of $A$ are $\omega\text{-well-linked}$ in $H$, the vertices of $U$ are $\omega\text{-well-linked}$ in $F$. Since every vertex of $H$ must belong to some red path, $V(F) = \{v_\sigma \mid \sigma \in \Sigma\}$.

We define a graph $F^*$ from $H^*$, by similarly contracting all segments in $\bigcup_{P \in \mathcal{H}} \Sigma_P$ into super-nodes. Equivalently, graph $F^*$ is obtained from $F$, by deleting all edges in $E(H) \setminus E(H^*)$. We prove the following claim.

**Claim 5.2.** Set $U$ is $\omega_{\text{well-linked}}/32$-well-linked in $F^*$ w.h.p.

From the above claim we can easily show that $A$ is $\omega$-well-linked in $H^*$ since each node in $H^*$ corresponds to the contraction of $O(\text{poly log } h)$ nodes in the graph $F^*$; see [10] for details.

**Step 3: Finishing the Proof** In this step we prove Claim 5.2. We will sometimes refer to a subset $S \subseteq V(F)$ of the vertices of $F$, with $S, V(F) \setminus S \neq \emptyset$, as a cut. The value of the cut $S$ is $|\text{out}(S)|$. The crucial part of the proof is the following claim whose proof can be found in [10].

**Claim 5.3.** The value of the minimum cut in graph $F$ is at least $N$.

Let $n' = |V(H)|$. Then $|V(F)| \leq n' \leq 10h^4 \cdot r^* \cdot N$, and since $N > 1536 \log(10h^4 \cdot r^* \cdot N) \geq 1536 \log n'$, the value of the minimum cut in $F$ is at least $1536 \log n'$. The number of edges in $F$ is bounded by $m \leq 4n' \leq 40h^4r^*\cdot N = O(h^4 \log^4 h)$. We use the following theorem of Karger:

**Theorem 5.2.** (Corollary A.6 in [22]) Let $G$ be any $n$-vertex graph, and assume that the value of the minimum cut in $G$ is $\beta$. Then for any half-integral $\beta$, the number of cuts of value at most $\beta C$ in $G$ is bounded by $n^{2\beta}$.

Since in graph $F$, the set $U$ of vertices is $\omega_{\text{well-linked}}$-well-linked, it is enough to show that w.h.p., for any subset $S$ of vertices of $F$, $|\text{out}(F^*)(S)| \geq \beta |\text{out}(F^*)(S)|/32$. We partition the cuts $S \subseteq V(F)$ into $|\log m|$ collections $C_1, \ldots, C_{|\log m|}$, where for each $1 \leq i \leq |\log m|$, $C_i$ contains all cuts $F$ with $2^{-i}N < |\text{out}(F^*)(S)| \leq 2^{-i}N$; set $C_1$ also contains all cuts $S$ with $|\text{out}(F^*)(S)| = N$. Consider now some such collection $C_i$. From Theorem 5.2, $|C_i| \leq (n')^{2i+1}$. Consider some set $S \in C_i$. Let $S' \subseteq V(H)$ be obtained by un-contracting all super-nodes in $S$, that is, $S' = \bigcup_{\sigma \in S} V(\sigma)$. Notice that $|\text{out}(F^*)(S')| = |\text{out}(F^*)(S)|$, and out$_{\text{H}}$($S'$) contains all red and blue edges of out$_{\text{H}}$($S'$), and let $E_2(S) = \text{out}_m(S') \setminus E_1(S)$. If $|E_1(S)| > |\text{out}(F^*)(S')|/8$, then, since all edges of $E_1(S)$ belong to $F^*$, $\beta |\text{out}(F^*)(S)| \geq |\text{out}(F^*)(S')|/8$. We assume from now on that this is not the case, and so $|E_1(S)| \geq 7|\text{out}(F^*)(S')|/8$. Next, we construct a maximal set $E' \subseteq E_2(S)$ of edges, such that the edges in $E'$ do not share endpoints in graph $H$. This is done by a simple greedy algorithm: while $E_2(S) \neq \emptyset$, let $e \in E_2(S)$ be any edge. Add $e$ to $E'$, and delete from $E_2(S)$ edge $e$ and all edges sharing endpoints with $e$ in graph $H$. Since all edges in $E_2(S)$ are blue, and each vertex may be incident on at most two blue edges, for every edge added to $E'$, we delete at most three edges from $E_2(S)$. Therefore, eventually, $|E'| \geq |E_2(S)|/3 \geq 7/4 |\text{out}_m(S')|/24 \geq |\text{out}(F^*)(S')|/4 = |\text{out}(F^*)(S')|/4$ holds.

Each edge of $E'$ belongs to out$_{\text{H}}$($S'$) independently with probability at least $1/4$. The expected number of the edges of $E'$ that belong to out$_{\text{H}}$($S'$) is therefore at least $|E'|/4 \geq |\text{out}(F^*)(S')|/16 \geq N \cdot 2^{-5\beta}$.

We use the following standard Chernoff bound: let $X_1, \ldots, X_n$ be independent random variables in $\{0, 1\}$, and let $\mu = E[\sum_{i=1}^n X_i]$. Then $\Pr[\sum_{i=1}^n X_i \leq \mu/2] \leq e^{-\mu/12}$. Therefore, the probability that $|\text{out}_m(F^*)(S)| < \beta |\text{out}(F^*)(S)|/32$ is at most $e^{-N \cdot 2^{-5\beta}/12}$. Overall, the probability that for some $S \in C_i$, $|\text{out}_m(F^*)(S)| < \beta |\text{out}(F^*)(S)|/32$ is at most:

\[(n')^{2i+1} \cdot e^{-2^{-5\beta}N/12} < 1/(n')^2\]

Since $N > 1536 \log n'$. Using the union bound over all $1 \leq i \leq |\log m|$, with probability at least $|\log m|/(n')^2$, for every set $S \subseteq V$, $|\text{out}_m(F^*)(S)| \geq \beta |\text{out}(F^*)(S)|/32$. In
particular, set $U$ is $\alpha_{21}/32$-well-linked in $F^*$ w.h.p. This concludes the proof of Claim 5.2. As observed above, this implies that $A$ is $\alpha$-well-linked in graph $H^*$, thus completing the proof of Theorem 5.1.
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