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Abstract12

We propose a new conjecture on hardness of 2-CSP’s, and show that new hardness of approximation13

results for Densest k-Subgraph and several other problems, including a graph partitioning problem,14

and a variation of the Graph Crossing Number problem, follow from this conjecture. The conjecture15

can be viewed as occupying a middle ground between the d-to-1 conjecture, and hardness results16

for 2-CSP’s that can be obtained via standard techniques, such as Parallel Repetition combined17

with standard 2-prover protocols for the 3SAT problem. We hope that this work will motivate18

further exploration of hardness of 2-CSP’s in the regimes arising from the conjecture. We believe19

that a positive resolution of the conjecture will provide a good starting point for other hardness of20

approximation proofs.21

Another contribution of our work is proving that the problems that we consider are roughly22

equivalent from the approximation perspective. Some of these problems arose in previous work,23

from which it appeared that they may be related to each other. We formalize this relationship in24

this work.25
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1 Introduction36

In this paper we consider several graph optimization problems, the most prominent and37

extensively studied of which is Densest k-Subgraph. One of the main motivations of this38

work is to advance our understanding of the approximability of these problems. Towards39

this goal, we propose a new conjecture on the hardness of a class of 2-CSP problems, and40

we show that new hardness of approximation results for all these problems follow from41

this conjecture. We believe that the conjecture is interesting in its own right, as it can be42
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17:2 A New Conjecture on 2-CSP’s with Implications to Densest k-Subgraph

seen as occupying a middle ground between the d-to-1 conjecture, and the type of hardness43

of approximation results that one can obtain for 2-CSP problems via standard methods44

(such as using constant-factor hardness of approximation results for 3-SAT, combined with45

standard 2-prover protocols and Parallel Repetition). While our conditional hardness of46

approximation proofs are combinatorial and algorithmic in nature, we hope that this work47

will inspire complexity theorists to study the conjecture, and also lead to other hardness of48

approximation proofs that combine both combinatorial and algebraic techniques.49

We prove a new conditional hardness of approximation result for Densest k-Subgraph50

based on our conjecture. In addition to the Densest k-Subgraph problem, we study three other51

problems. The first problem, called (r,h)-Graph Partitioning, recently arose in the hardness52

of approximation proof of the Node-Disjoint Paths problem of [18], who mention that the53

problem appears similar to Densest k-Subgraph, but could not formalize this intuition. We54

also study a new problem that we call Dense k-Coloring, that can be viewed as a natural55

middle ground between Densest k-Subgraph and (r,h)-Graph Partitioning. The fourth problem56

that we study is a variation of the notoriously difficult Minimum Crossing Number problem,57

that we call Maximum Bounded-Crossing Subgraph. This problem also arose implicitly in [18].58

We show that all four problems are roughly equivalent from the approximation perspective, in59

the regime where the approximation factors are somewhat large (but some of our reductions60

require quasi-polynomial time). We then derive conditional hardness of approximation results61

for all these problems based on these reductions and the conditional hardness of Densest62

k-Subgraph.63

The main contribution of this paper is thus twofold: first, we propose a new conjecture on64

hardness of CSP’s and show that a number of interesting hardness of approximation results65

follow from it. Second, we establish a close connection between the four problems that we66

study. The remainder of the Introduction is organized as follows. We start by providing a67

brief overview of the four problems that we study in this paper. We then state our conjecture68

on hardness of CSP’s and put it into context with existing results and well-known conjectures.69

Finally, we provide a more detailed overview of our results and techniques.70

Densest k-Subgraph.71

In the Densest k-Subgraph problem, given an n-vertex graph G and an integer k > 1, the72

goal is to compute a subset S of k vertices of G, while maximizing the number of edges in73

G[S]. Densest k-Subgraph is one of the most basic graph optimization problems that has74

been studied extensively (see e.g. [2, 7–10, 12, 15, 25–30, 36, 41, 44, 46, 47, 52]). At the same75

time it seems notoriously difficult, and despite this extensive work, our understanding of its76

approximability is still incomplete. The best current approximation algorithm for Densest77

k-Subgraph, due to [8], achieves, for every ε > 0, an O(n1/4+ε)-approximation, in time78

nO(1/ε). Even though the problem appears to be very hard, its hardness of approximation79

proof has been elusive. For example, no constant-factor hardness of approximation proofs80

for Densest k-Subgraph are currently known under the standard P 6= NP assumption, or81

even the stronger assumption that NP 6⊆ BPTIME(npoly logn). In a breakthrough result,82

Khot [36] proved a factor-c hardness of approximation for Densest k-Subgraph, for some83

small constant c, assuming that NP 6⊆ ∩ε>0BPTIME(2nε). Several other papers proved84

constant and super-constant hardness of approximation results for Densest k-Subgraph under85

average-case complexity assumptions: namely that no efficient algorithm can refute random86

3-SAT or random k-AND formulas [2, 25]. Additionally, a factor 2Ω(log2/3 n)-hardness of87

approximation was shown under assumptions on solving Planted Clique [2]. In a recent88

breakthrough, Manurangsi [46] proved that, under the Exponential Time Hypothesis (ETH),89
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the Densest k-Subgraph problem is hard to approximate to within factor n1/(log logn)c , for90

some constant c. Proving a super-constant hardness of Densest k-Subgraph under weaker91

complexity assumptions remains a tantalizing open question that we attempt to address92

in this paper. Unfortunately, it seems unlikely that the techniques of [46] can yield such a93

result. In this paper we show that, assuming the conjecture on hardness of 2-CSP that we94

introduce, Densest k-Subgraph is NP-hard to approximate to within factor 2(logn)ε , for some95

constant ε > 0.96

The (r, h)-Graph Partitioning Problem.97

A recent paper [18] on the hardness of approximation of the Node-Disjoint Paths (NDP)98

problem formulated and studied a new graph partitioning problem, called (r,h)-Graph Par-99

titioning. The input to the problem is a graph G, and two integers, r and h. The goal100

is to compute r vertex-disjoint subgraphs H1, . . . ,Hr of G, such that for each 1 ≤ i ≤ r,101

|E(Hi)| ≤ h, while maximizing
∑r
i=1 |E(Hi)|. A convenient intuitive way of thinking about102

this problem is that we are interested in obtaining a balanced partition of the graph G into103

r vertex-disjoint subgraphs, so that the subgraphs contain sufficiently many edges. Unlike104

standard graph partitioning problems, that typically aim to minimize the number of edges105

connecting the different subgraphs in the solution, our goal is to maximize the total number106

of edges that are contained in the subgraphs. In order to avoid trivial solutions, in which107

one of the subgraphs contains almost the entire graph G, and the remaining subgraphs are108

almost empty, we place an upper bound h on the number of edges that each subgraph may109

contribute towards the solution. Note that the subgraphs Hi of G in the solution need not110

be vertex-induced subgraphs.111

The work of [18] attempted to use (r,h)-Graph Partitioning as a proxy problem for proving112

hardness of approximation of NDP. Their results imply that NDP is at least as hard to113

approximate as (r,h)-Graph Partitioning, to within polylogarithmic factors. In order to prove114

hardness of NDP, it would then be sufficient to show that (r,h)-Graph Partitioning is hard115

to approximate. Unfortunately, [18] were unable to do so. Instead, they considered a116

generalization of (r,h)-Graph Partitioning, called (r,h)-Graph Partitioning with Bundles. They117

showed that NDP is at least as hard as (r,h)-Graph Partitioning with Bundles, and then proved118

hardness of this new problem. In the (r,h)-Graph Partitioning with Bundles problem, the input119

is the same as in (r,h)-Graph Partitioning, but now graph G must be bipartite, and, for every120

vertex v, we are given a partition B(v) of the set of edges incident to v into subsets that are121

called bundles. We require that, in a solution (H1, . . . ,Hr) to the problem, for every vertex122

v ∈ V (G), and every bundle β ∈ B(v), at most one edge of β contributes to the solution;123

in other words, at most one edge of β may lie in
⋃
iE(Hi). This is a somewhat artificial124

problem, but this definition allows one to bypass some of the barriers that arise when trying125

to prove hardness of (r,h)-Graph Partitioning from existing hardness results for CSP’s.126

It was noted in [18] that the (r,h)-Graph Partitioning problem resembles the Densest127

k-Subgraph problem for two reasons. First, in Densest k-Subgraph, the goal is to compute a128

dense subgraph of a given graph, with a prescribed number of vertices. One can think of129

(r,h)-Graph Partitioning as the problem of computing many vertex-disjoint dense subgraphs130

of a given graph. Second, natural hardness of approximation proofs for both problems131

seem to run into the same barriers. It is therefore natural to ask: (i) Can we prove that132

the (r,h)-Graph Partitioning problem itself is hard to approximate? In particular, can the133

techniques of [18] be exploited in order to obtain such a proof? and (ii) Can we formalize134

this intuitive connection between (r,h)-Graph Partitioning and Densest k-Subgraph? In this135

paper we make progress on both these questions. Our conditional hardness result for136
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17:4 A New Conjecture on 2-CSP’s with Implications to Densest k-Subgraph

Densest k-Subgraph indeed builds on the ideas from [18] for proving hardness of (r,h)-Graph137

Partitioning with Bundles. We also provide “almost” approximation-preserving reductions138

between (r,h)-Graph Partitioning and Densest k-Subgraph: we show that, if there is an efficient139

factor α(n)-approximation algorithm for Densest k-Subgraph, then there is a randomized140

efficient factor O(α(n2) · poly logn)-approximation algorithm to (r,h)-Graph Partitioning. We141

also provide a reduction in the opposite direction: we prove that, if there is an efficient α(n)-142

approximation algorithm for (r,h)-Graph Partitioning, then there is a randomized algorithm for143

Densest k-Subgraph, that achieves approximation factor O
(
(α(nO(logn)))3 · log2 n

)
, in time144

nO(logn). Therefore, we prove that Densest k-Subgraph and (r,h)-Graph Partitioning are roughly145

equivalent from the approximation perspective (at least for large approximation factors and146

quasi-polynomial running times). Combined with our conditional hardness of approximation147

for Densest k-Subgraph, our results show that, assuming the conjecture on hardness of 2-CSP148

that we introduce, for some constant 0 < ε ≤ 1/2, there is no efficient 2(logn)ε -approximation149

algorithm for (r,h)-Graph Partitioning, unless NP ⊆ BPTIME(nO(logn)).150

Maximum Bounded-Crossing Subgraph.151

The third problem that we study is a variation of the classical Minimum Crossing Number152

problem. In the Minimum Crossing Number problem, given an input n-vertex graph G, the153

goal is to compute a drawing of G in the plane while minimizing the number of crossings in the154

drawing. We define the notions of graph drawing and crossings formally in the Preliminaries,155

but these notions are quite intuitive and the specifics of the definition are not important in156

this high-level overview.157

The Minimum Crossing Number problem was initially introduced by Turán [54] in 1944,158

and has been extensively studied since then (see, e.g., [13,14,16,19,20,32,33], and also [48–51]159

for excellent surveys). But despite all this work, most aspects of the problem are still160

poorly understood. A long line of work [16, 17, 20, 21, 24, 32, 33, 43] has recently led to161

the first sub-polynomial approximation algorithm for the problem in low degree graphs.162

Specifically, [21] obtain a factor O
(

2O((logn)7/8 log logn) ·∆O(1)
)
-approximation algorithm163

for Minimum Crossing Number, where ∆ is the maximum vertex degree. To the best of164

our knowledge, no non-trivial approximation algorithms are known for the problem when165

vertex degrees in the input graph G can be arbitrary. However, on the negative side, only166

APX-hardness is known for the problem [3,11]. As the current understanding of the Minimum167

Crossing Number problem from the approximation perspective is extremely poor, it is natural168

to study hardness of approximation of its variants.169

Let us consider two extreme variations of the Minimum Crossing Number problem. The170

first variant is the Minimum Crossing Number problem itself, where we need to draw an input171

graph G in the plane with fewest crossings. The second variant is where we need to compute172

a subgraph G′ of the input graph G that is planar, while maximizing |E(G′)|. The latter173

problem has a simple constant-factor approximation algorithm, obtained by letting G′ be174

any spanning forest of G (this is since a planar n-vertex graph may only have O(n) edges).175

In this paper we study a variation of the Minimum Crossing Number problem, that we176

call Maximum Bounded-Crossing Subgraph, which can be viewed as an intermediate problem177

between these two extremes. In the Maximum Bounded-Crossing Subgraph problem, given178

an n-vertex graph G and an integer L > 0, the goal is to compute a subgraph H ⊆ G,179

such that H has a plane drawing with at most L crossings, while maximizing |E(H)|.180

Unless we are interested in constant approximation factors, this problem is only interesting181

when the bound L on the number of crossings is Ω(n). This is since, from the Crossing182

Number Inequality [1, 42], if |E(G)| ≥ 4|V (G)|, then the crossing number of G is at least183
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Ω(|E(G)|3/|V (G)|2). Therefore, for L = O(n), a spanning tree provides a constant-factor184

approximation to the problem. We emphasize that the focus here is on dense graphs, whose185

crossing number may be as large as Ω(n4).186

The Maximum Bounded-Crossing Subgraph problem was implicitly used in [18] for proving187

hardness of approximation of NDP, as an intermediate problem, in the reduction from188

(r,h)-Graph Partitioning with Bundles to NDP. Their work suggests that there may be a189

connection between (r,h)-Graph Partitioning and Maximum Bounded-Crossing Subgraph, even190

though the two problems appear quite different. In this paper we prove that the two191

problems are roughly equivalent from the approximation perspective: if there is an efficient192

factor α(n)-approximation algorithm for (r,h)-Graph Partitioning, then there is an efficient193

O(α(n) · poly logn)-approximation algorithm for Maximum Bounded-Crossing Subgraph. On194

the other hand, an efficient α(n)-approximation algorithm for Maximum Bounded-Crossing195

Subgraph implies an efficient O((α(n))2 · poly logn)-approximation algorithm for (r,h)-Graph196

Partitioning. Combined with our conditional hardness of approximation for (r,h)-Graph197

Partitioning, we get that, assuming the conjecture on hardness of 2-CSP that we introduce,198

for some constant 0 < ε ≤ 1/2 there is no efficient 2(logn)ε-approximation algorithm for199

Maximum Bounded-Crossing Subgraph, unless NP ⊆ BPTIME(nO(logn)).200

Dense k-Coloring.201

The fourth and last problem that we consider is Dense k-Coloring. In this problem, the input202

is an n-vertex graph G and an integer k, such that n is an integral multiple of k. The goal203

is to partition V (G) into n/k disjoint subsets S1, . . . , Sn/k, of cardinality k each, so as to204

maximize
∑n/k
i=1 |E(Si)|. This problem can be viewed as an intermediate problem between205

Densest k-Subgraph and (r,h)-Graph Partitioning. The connection to (r,h)-Graph Partitioning206

seems clear: in both problems, the goal is to compute a large collection of disjoint subgraphs207

of the input graph G, that contain many edges of G. While in (r,h)-Graph Partitioning we208

place a limit on the number of edges in each subgraph, in Dense k-Coloring we require that209

each subgraph contains exactly k vertices. The connection to the Densest k-Subgraph problem210

is also clear: while in Densest k-Subgraph the goal is to compute a single dense subgraph211

of G containing k vertices, in Dense k-Coloring we need to partition G into many dense212

subgraphs, containing k vertices each. We show reductions between the Dense k-Coloring213

and the Densest k-Subgraph problem in both directions, that provide very similar guarantees214

to the reductions between (r,h)-Graph Partitioning and Densest k-Subgraph. In particular, our215

results show that, assuming the conjecture on the hardness of 2-CSP that we introduce, for216

some constant 0 < ε ≤ 1/2, there is no efficient 2(logn)ε-approximation algorithm for Dense217

k-Coloring, unless NP ⊆ BPTIME(nO(logn)).218

Our Conjecture on Hardness of 2-CSP’s219

We now turn to describe our new conjecture on hardness of 2-CSP’s. We consider the following220

bipartite version of the Constraint Satisfaction Problem with 2 variables per constraint (2-221

CSP). The input consists of two sets X and Y of variables, together with an integer A ≥ 1.222

Every variable in X ∪ Y takes values in [A] = {1, . . . , A}. We are also given a collection C223

of constraints, where each constraint C(x, y) ∈ C is defined over a pair of variables x ∈ X224

and y ∈ Y . For each such constraint, we are given a truth table that, for every pair of225

assignments a to x and a′ to y, indicates whether (a, a′) satisfy the constraint. The value226

of the CSP is the largest fraction of constraints that can be simultaneously satisfied by an227

assignment to the variables. For given values 0 < s < c ≤ 1, the (c, s)-Gap-CSP problem is228
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17:6 A New Conjecture on 2-CSP’s with Implications to Densest k-Subgraph

the problem of distinguishing CSP’s of value at least c from those of value at most s.229

We can associate, to each constraint C = C(x, y) ∈ C, a bipartite graph GC = (L,R,E),230

where L = R = [A], and there is an edge (a, a′) in E iff the assignments a to x and a′ to y231

satisfy C. Notice that instance I of the Bipartite 2-CSP problem is completely defined by232

X,Y,A, C, and the graphs in {GC}C∈C, so we will denote I = (X,Y,A, C, {GC}C∈C). We233

let the size of instance I be size(I) = |C| ·A2 + |X|+ |Y |. We sometimes refer to A as the234

size of the alphabet for instance I. We say that instance I of 2-CSP is d-to-d′ iff for every235

constraint C, every vertex of GC that lies in L has degree at most d, and every vertex that236

lies in R has degree at most d′. (We note that this is somewhat different from the standard237

definition, that requires that all vertices in L have degree exactly d and all vertices of R have238

degree exactly d′. In the standard definition, the alphabet sizes for variables in X and Y239

may be different, that is, variables in X take values in [A] and variables of Y take values in240

[A′] for some integers A,A′. However, this difference is insignificant to our discussion, and it241

is more convenient for us to use this slight variation of the standard definition).242

The famous Unique-Games Conjecture of Khot [35] applies to 1-to-1 CSP’s. The conjecture243

states that, for any 0 < ε < 1, there is a large enough value A, such that the (1−ε, ε)-Gap-CSP244

problem is NP-hard for 1-to-1 instances with alphabet size A. The conjecture currently245

remains open, though interesting progress has been made on the algorithmic side: the results246

of [4] provide an algorithm for the problem with running time 2nO(1/ε1/3) .247

A conjecture that is closely related to the Unique-Games Conjecture is the d-to-1 Conjec-248

ture of Khot [35]. The conjecture states that, for every 0 < ε < 1, and d > 0, there is a large249

enough value A, such that the (1, ε)-Gap-CSP problem in d-to-1 instances with alphabet size250

A is NP-hard.251

Håstad [31] proved the following nearly optimal hardness of approximation results for252

CSP’s: he showed that for every 0 < ε < 1, there are values d and A, such that the problem253

of (1, ε)-Gap-CSP in d-to-1 instances with alphabet size A is NP-hard. The value d, however,254

depends exponentially on poly(1/ε) in this result. In contrast, in the d-to-1 Conjecture, both255

d and ε are fixed, and d may not have such a strong dependence on 1/ε.256

On the algorithmic side, the results of [4, 53] provide an algorithm for (c, s)-Gap-CSP257

on d-to-1 instances. The running time of the algorithm is 2nO(1/(log(1/s))1/2) , where the O(·)258

notation hides factors that are polynomial in d and A.259

A recent breakthrough in this area is the proof of the 2-to-2 conjecture (now theorem),260

that builds on a long sequence of work [5,6,22,23,37–40]. The theorem proves that for every261

0 < ε < 1, there is a large enough value A, such that the (1 − ε, ε)-Gap-CSP problem is262

NP-hard on 2-to-2 instances with alphabet size A.263

In this paper, we propose the following conjecture regarding the hardness of Gap-CSP in264

d-to-d instances.265

I Conjecture 1. There is a constant 0 < ε ≤ 1/2, such that it is NP-hard to distinguish266

between d(n)-to-d(n) instances of 2-CSP of size n, that have value at least 1/2, and those of267

value at most s(n), where d(n) = 2(logn)ε and s(n) = 1/264(logn)1/2+ε .268

We now compare this conjecture to existing conjectures and results in this area that we269

are aware of. First, in contrast to the d-to-1 conjecture, we allow the parameter d and the270

soundness parameter s to be functions of n – the size of the input instance. Note that the271

size of the input instance depends on the alphabet size A, so, unlike in the setting of the272

d-to-1 conjecture, A may no longer be arbitrarily large compared to d and s.273

The hardness of approximation result of Håstad [31] for d-to-d CSP’s only holds when d274

depends exponentially on poly(1/s), (in particular it may not extend to the setting where275



J. Chuzhoy, M. Dalirrooyfard, V. Grinberg, and Z. Tan 17:7

s(n) = 1/264(logn)1/2+ε , since the size n of the instance depends polynomially on d(n)).276

We can also combine standard constant hardness of approximation results for CSP’s (such277

as, for example, 3-SAT) with the Parallel Repetition theorem, to obtain NP-hardness of278

(1, s(n))-Gap-CSP on d(n)-to-d(n) instances. Using this approach, if we start from an instance279

of CSP of size N and a constant hardness gap (with perfect completeness), after ` rounds of280

parallel repetition, we obtain hardness of (1, s)-Gap-CSP on d-to-d instances with s = 2−O(`),281

d = 2O(`), and the resulting instance size n = NO(`). Note that d = (1/s)Θ(1) holds,282

wich is different from the relationship between these parameters required by the conjecture.283

Specifically, by setting the number of repetition to be ` = Θ
(
(logN)(1/2+ε)/(1/2−ε)), we can284

ensure the desired bound s(n) = 1/264(logn)1/2+ε . However, in this setting, we also get that285

d(n) = 2Ω((logn)1/2+ε), which is significantly higher than the desired value d(n) = 2(logn)ε .286

Lastly, one could attempt to combine the recent proof of the 2-to-2 conjecture with Parallel287

Repetition in order to reap the benefits of both approaches, but the resulting parameters288

also fall short of the ones stated in the conjecture.289

From the above discussion, one can view Conjecture 1 as occupying a middle ground290

between the d-to-1 conjecture, and the results one can obtain via standard techniques of291

amplifying a constant hardness of a CSP, such as 3SAT, via Parallel Repetition. We note292

that, while the conjecture appears closely related to the Unique Games Conjecture and293

d-to-1 conjecture, we are not aware of any additional formal connections, except for those294

mentioned above.295

We now proceed to discuss our results and techniques in more detail.296

1.1 A More Detailed Overview of our Results and Techniques297

In addition to posing Conjecture 1 that we already described above, we prove conditional298

hardness of approximation of the four problems that we consider. We also prove that all299

four problems are roughly equivalent approximation-wise. We now discuss the conditional300

hardness of approximation for Densest k-Subgraph and the connections between the four301

problems that we establish.302

Conditional Hardness of Densest k-Subgraph.303

Our first result is a conditional hardness of Densest k-Subgraph. Specifically, we prove that,304

assuming that Conjecture 1 holds and that P 6= NP, for some 0 < ε ≤ 1/2, there is no efficient305

approximation algorithm for Densest k-Subgraph problem that achieves approximation factor306

2(logN)ε , where N is the number of vertices in the input graph.307

We now provide a brief overview of our techniques. The proof of the above result employs308

a Cook-type reduction, and follows some of the ideas that were introduced in [18]. We309

assume for contradiction that there is a factor-α algorithm A for the Densest k-Subgraph310

problem, where α = 2(logN)ε . Given an input instance I of the 2-CSP problem of size n, that311

is a d(n)-to-d(n) instance, we construct a constraint graph H representing I. We gradually312

decompose graph H into a collection H of disjoint subgraphs, such that, for each subgraph313

H ′ ∈ H, we can either certify that the value of the corresponding instance of 2-CSP is at314

most 1/4, or it is at least β, for some carefully chosen parameter β. In order to compute315

the decomposition, we start with H = {H}. If, for a graph H ′ ∈ H, we certified that the316

corresponding instance of 2-CSP has value at most 1/4, or at least β, then we say that graph317

H ′ is inactive. Otherwise, we say that it is active. As long as H contains at least one active318

graph, we perform iterations. In each iteration, we select an arbitrary active graph H ′ ∈ H319

to process. In order to process H ′, we consider an assignment graph G′ associated with H ′,320
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17:8 A New Conjecture on 2-CSP’s with Implications to Densest k-Subgraph

that contains a vertex for every variable-assignment pair (x, a), where x is a variable whose321

corresponding vertex belongs to H ′. We view G′ as an instance of the Densest k-Subgraph322

problem, for an appropriately chosen parameter k, and apply the approximation algorithm A323

for Densest k-Subgraph to it. Let S be the set of vertices of G′ that Algorithm A computes324

as a solution to this instance. Note that S is a set of vertices in the assignment graph G′,325

while H is a family of subgraphs of the constraint graph H. We exploit the set S of vertices326

in order to either (i) compute a large subset E′ ⊆ E(H ′) of edges, such that, if we denote by327

C′ ⊆ C the set of constraints corresponding to E′, then at most 1/4 of the constraints of C′328

can be simultaneously satisfied; or (ii) compute a large subset E′ ⊆ E(H ′) of edges as above,329

and certify that at least a β-fraction of such constraints can be satisfied; or (iii) compute a330

subgraph H ′′ ⊆ H ′, such that |V (H ′′)| � |V (H ′)|, and the number of edges contained in331

graphs H ′′ and H ′ \ V (H ′′) is sufficiently large compared to E(H ′). In the former two cases,332

we replace H ′ with graph H ′[E′] in H, and graph H ′[E′] becomes inactive. In the latter case,333

we replace H ′ with two graphs: H ′′ and H ′ \V (H ′′), that both remain active. The algorithm334

terminates once every graph in H is inactive. The crux of the analysis of the algorithm is to335

show that, when the algorithm terminates, the total number of edges lying in the subgraphs336

H ′ ∈ H is high, compared to |E(H)|. The specific fraction of edges that remain in the337

subgraphs H ′ ∈ H is governed by the parameters s(n) and d(n), and the specific relationship338

between these parameters in Conjecture 1 is selected to ensure that many edges remain in the339

graphs of H when the algorithm terminates. The algorithm for decomposing graph H into340

subgraphs and its analysis employ some of the techniques and ideas introduced in [18], and341

is very similar in spirit to the hardness of approximation proof of the (r,h)-Graph Partitioning342

with Bundles problem, though details are different. We employ this decomposition algorithm343

multiple times, in order to obtain a partition (E0, E1, . . . , Ez) of the set E(H) of edges344

of the constraint graph into a small number of subsets, such that, among the constraints345

corresponding to the edges of E0, at most a 1/4-fraction can be satisfied by any assignment346

to X ∪ Y , and, for all 1 ≤ i ≤ z, a large fraction of constraints corresponding to edges of Ei347

can be satisfied by some assignment. Depending on the cardinality of the set E0 of edges we348

then determine whether I is a Yes-Instance or a No-Instance.349

Reductions from Dense k-Coloring and (r,h)-Graph Partitioning to Densest k-Subgraph.350

We show that, if there is an efficient factor α(n)-approximation algorithm for the Densest351

k-Subgraph problem, then there is a randomized efficient O(α(n2) · poly logn)-approximation352

algorithm for Dense k-Coloring, and a randomized efficient O(α(n2)·poly logn)-approximation353

algorithm for (r,h)-Graph Partitioning. The two reductions are very similar, so we focus on354

describing the first one. We believe that the reduction is of independent interest, and uses355

unusual techniques.356

We assume that there is an α(n)-approximation algorithm for the Densest k-Subgraph357

problem. In order to obtain an approximation algorithm for Dense k-Coloring, we start by358

formulating a natural LP-relaxation for the problem. Unfortunately, this LP-relaxation has359

a large number of variables: roughly nΘ(k), where n is the number of vertices in the input360

graph and k is the parameter of the Dense k-Coloring problem instance. We then show an361

efficient algorithm, that, given a solution to the LP-relaxation, whose support size is bounded362

by poly(n), computes an approximate integral solution to the Dense k-Coloring problem.363

The main challenge is that, since the LP relaxation has nΘ(k) variables, it is unclear364

how to solve it efficiently. We consider the dual linear program, that has poly(n) variables365

and nΘ(k) constraints. Using the α(n)-approximation algorithm for Densest k-Subgraph as366

a subroutine, we design an approximate separation oracle for the dual LP, that allows us367
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to solve the original LP-relaxation for Dense k-Coloring, obtaining a solution whose support368

size is bounded by poly(n). By applying the LP-rounding approximation algorithm to this369

solution, we obtain the desired approximate solution to the input instance of Dense k-Coloring.370

Reductions from Densest k-Subgraph to (r,h)-Graph Partitioning and Dense k-Coloring.371

We prove that, if there is an efficient α(n)-approximation algorithm for Dense k-Coloring,372

then there is a randomized algorithm for the Densest k-Subgraph problem, whose running373

time is nO(logn), that with high probability obtains an O(α(nO(logn)) · logn)-approximate374

solution to the input instance of the problem. We also show a similar reduction from Densest375

k-Subgraph to (r,h)-Graph Partitioning, but now the resulting approximation factor for Densest376

k-Subgraph becomes O((α(nO(logn)))3 · log2 n). By combining these reductions with our377

conditional hardness result for Densest k-Subgraph, we get that, assuming Conjecture 1,378

for some constant 0 < ε ≤ 1/2, there is no efficient 2(logn)ε-approximation algorithm for379

(r,h)-Graph Partitioning and for Dense k-Coloring, unless NP ⊆ BPTIME(nO(logn)).380

The two reductions are very similar; we focus on the reduction to Dense k-Coloring in381

this overview. Our construction is inspired by the results of [34], and we borrow some of our382

ideas from them. Assume that there is an efficient α(n)-approximation algorithm for Dense383

k-Coloring. Let G be an instance of the Densest k-Subgraph problem. The main difficulty in384

the reduction is that it is possible that G only contains one very dense subgraph induced by385

k vertices, while the Dense k-Coloring problem requires that the input graph G can essentially386

be partitioned into many such dense subgraphs. To overcome this difficulty, we construct387

a random “inflated” bipartite graph H, that contains nO(logn) vertices, where n = |V (G)|.388

Every vertex of G is mapped to some vertex of H at random, while every edge of G is389

mapped to a large number of edges of H. This allows us to ensure that, if G contains a390

subgraph G′ induced by a set of k vertices, where |E(G′)| = R, then graph H can essentially391

be partitioned into a large number of subgraphs that contain k vertices each, and many of392

them contain close to R edges. Therefore, we can apply our α(n)-approximation algorithm393

for Dense k-Coloring to the new graph H. The main challenge in the reduction is that,394

while this approximation algorithm is guaranteed to return a large number of disjoint dense395

subgraphs of H, since every edge of G contributes many copies to H, it is not clear that one396

can extract a single dense subgraph of G from dense subgraphs of H. The main difficulty in397

the reduction is to ensure that, on the one hand, a single k-vertex dense subgraph in G can398

be translated into |V (H)|/k dense subgraphs of H; and, on the other hand, a dense k-vertex399

subgraph of H can be translated into a dense subgraph of G on k vertices. We build on and400

expand the ideas from [34] in order to ensure these properties.401

Reductions between (r,h)-Graph Partitioning and Maximum Bounded-Crossing Subgraph.402

Lastly, we provide reductions between (r,h)-Graph Partitioning and Maximum Bounded-Crossing403

Subgraph in both directions. First, we show that, if there is an efficient factor α(n)-404

approximation algorithm for (r,h)-Graph Partitioning, then there is an efficient O(α(n) ·405

poly logn)-approximation algorithm for Maximum Bounded-Crossing Subgraph. On the other406

hand, an efficient α(n)-approximation algorithm for Maximum Bounded-Crossing Subgraph407

implies an efficient O((α(n))2 ·poly logn)-approximation algorithm for (r,h)-Graph Partitioning.408

Combined with our conditional hardness of approximation for (r,h)-Graph Partitioning, we409

get that, assuming Conjecture 1, for some constant 0 < ε ≤ 1/2, there is no efficient410

2(logn)ε-approximation algorithm for Maximum Bounded-Crossing Subgraph, unless NP ⊆411

BPTIME(nO(logn)).412
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Both these reductions exploit the following connection between crossing number and413

graph partitioning: if a graph G has a drawing with at most L crossings, then there is a414

balanced cut in G, containing at most O
(√

L+ ∆ · |E(G)|
)
edges, where ∆ is maximum415

vertex degree in G. This result can be viewed as an extension of the classical Planar Separator416

Theorem of [45]. Another useful fact exploited in both reductions is that any graph G with417

m edges has a plane drawing with at most m2 crossings. In particular, if H = {H1, . . . ,Hr}418

is a solution to an instance of the (r,h)-Graph Partitioning problem on graph G, then there is a419

drawing of graph H =
⋃r
i=1Hi, in which the number of crossings is bounded by r ·h2. These420

two facts establish a close relationship between the (r,h)-Graph Partitioning and Maximum421

Bounded-Crossing Subgraph problems, that are exploited in both our reductions.422

We have now obtained a chain of reductions, showing that all four problems, Dens-423

est k-Subgraph, Dense k-Coloring, (r,h)-Graph Partitioning, and Maximum Bounded-Crossing424

Subgraph are almost equivalent from approximation viewpoint, if we consider sufficiently425

large approximation factors and allow randomized quasi-polynomial time algorithms. We426

also obtain conditional hardness of approximation results for all four problems based on427

Conjecture 1.428

Organization.429

We start with preliminaries in Section 2. In Section 3 we provide the conditional hardness430

of approximation proof for the Densest k-Subgraph problem. In Section 4 we provide our431

reductions from Dense k-Coloring and (r,h)-Graph Partitioning to Densest k-Subgraph, and in432

Section 5 we provide reductions in the opposite direction. Lastly, in Section 6 we provide433

reductions between (r,h)-Graph Partitioning and Maximum Bounded-Crossing Subgraph. Due434

to lack of space, some of the proofs are deferred to the full version of the paper.435

2 Preliminaries436

By default, all logarithms are to the base of 2. For a positive integer N , we denote by437

[N ] = {1, 2, . . . , N}. All graphs are finite, simple and undirected. We say that an event holds438

with high probability if the probability of the event is 1− 1/nc for a large enough constant c,439

where n is the number of vertices in the input graph.440

2.1 General Notation441

Let G be a graph and let S be a subset of its vertices. We denote by G[S] the subgraph of G442

induced by S. For two disjoint subsets A,B of vertices of G, we denote by EG(A,B) the set443

of all edges with one endpoint in A and the other endpoint in B, and we denote by EG(A)444

the set of all edges with both endpoints in A. Given a graph G and a vertex v ∈ V (G),445

we denote by degG(v) the degree of v in G. For a subset S of vertices of G, its volume is446

volG(S) =
∑
v∈S degG(v). We sometimes omit the subscript G if it is clear from the context.447

Given a graph G, a drawing ϕ of G is an embedding of G into the plane, that maps every448

vertex v of G to a point (called the image of v and denoted by ϕ(v)), and every edge e of449

G to a simple curve (called the image of e and denoted by ϕ(e)), that connects the images450

of its endpoints. If e is an edge of G and v is a vertex of G, then the image of e may only451

contain the image of v if v is an endpoint of e. Furthermore, if some point p belongs to the452

images of three or more edges of G, then p must be the image of a common endpoint of all453

edges e with p ∈ ϕ(e). We say that two edges e, e′ of G cross at a point p, if p ∈ ϕ(e)∩ϕ(e′),454

and p is not the image of a shared endpoint of these edges. Given a graph G and a drawing455
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ϕ of G in the plane, we use cr(ϕ) to denote the number of crossings in ϕ, and the crossing456

number of G, denoted by CrN(G), is the minimum number of crossings in any drawing of G.457

2.2 Problem Definitions and Additional Notation458

In this paper we consider the following four problems: Densest k-Subgraph, Dense k-Coloring,459

(r,h)-Graph Partitioning and Maximum Bounded-Crossing Subgraph. We now define the460

problems, along with some additional notation.461

Densest k-Subgraph.462

In the Densest k-Subgraph problem, the input is a graph G and an integer k > 0. The goal is463

to compute a subset S ⊆ V (G) of k vertices, maximizing |EG(S)|. We denote an instance464

of the problem by DkS(G, k), and we denote the value of the optimal solution to instance465

DkS(G, k) by OPTDkS(G, k).466

We also consider a bipartite version of the Densest k-Subgraph problem, called467

Bipartite Densest (k1, k2)-Subgraph. This problem was first studied in [2]. The input to the468

problem is a bipartite graph G = (A,B,E) and positive integers k1, k2. The goal is to469

compute a subset S ⊆ V (G) of vertices with |S∩A| = k1 and |S∩B| = k2, such that |EG(S)|470

is maximized. An instance of this problem is denoted by BDkS(G, k1, k2), and the value of471

the optimal solution to instance BDkS(G, k1, k2) is denoted by OPTBDkS(G, k1, k2). The472

following lemma shows that the Bipartite Densest (k1, k2)-Subgraph problem and the Densest473

k-Subgraph problem are roughly equivalent from the approximation viewpoint. Similar results474

were also shown in prior work.475

I Lemma 2. Let α : Z+ → Z+ be an increasing function such that α(n) = o(n). Then the476

following hold:477

If there exists an α(n)-approximation algorithm for the Densest k-Subgraph problem with478

running time at most T (n), where n is the number of vertices in the input graph, then there479

exists an O(α(N2))-approximation algorithm for the Bipartite Densest (k1, k2)-Subgraph480

problem, with running time O(T (N2) · poly(N)), where N is the number of vertices in481

the input graph. Moreover, if the algorithm for Densest k-Subgraph is deterministic, then482

so is the algorithm for Bipartite Densest (k1, k2)-Subgraph.483

Similarly, if there exists an efficient α(N)-approximation algorithm for the Bipartite484

Densest (k1, k2)-Subgraph problem, where N is the number of vertices in the input graph,485

then there exists an efficient O(α(2n))-approximation algorithm for the Densest k-Subgraph486

problem, where n is the number of vertices in the input graph. Moreover, if the algorithm487

for Bipartite Densest (k1, k2)-Subgraph is deterministic, then so is the algorithm for488

Densest k-Subgraph.489

Dense k-Coloring.490

The input to the Dense k-Coloring problem consists of an n-vertex graph G and an integer491

k > 0, such that n is an integral multiple of k. The goal is to compute a partition of V (G)492

into n/k subsets S1, . . . , Sn/k of cardinality k each, while maximizing
∑n/k
i=1 |EG(Si)|. An493

instance of the Dense k-Coloring problem is denoted by DkC(G, k), and the value of the494

optimal solution to instance DkC(G, k) is denoted by OPTDkC(G, k).495

ITCS 2023



17:12 A New Conjecture on 2-CSP’s with Implications to Densest k-Subgraph

(r, h)-Graph Partitioning.496

The input to the (r,h)-Graph Partitioning problem consists of a graph G, and integers r, h > 0.497

The goal is to compute r vertex-disjoint subgraphs H1, . . . ,Hr of G, such that for all498

1 ≤ i ≤ r, |E(Hi)| ≤ h, while maximizing
∑r
i=1 |E(Hi)|. An instance of the (r,h)-Graph499

Partitioning problem is denoted by GP(G, r, h), and the value of the optimal solution to500

instance GP(G, r, h) is denoted by OPTGP(G, r, h).501

Maximum Bounded-Crossing Subgraph.502

In the Maximum Bounded-Crossing Subgraph problem, the input is a graph G and an integer503

L > 0. The goal is to compute a subgraph H ⊆ G with CrN(H) ≤ L, while maximizing504

|E(H)|. An instance of the Maximum Bounded-Crossing Subgraph problem is denoted by505

MBCS(G,L), and the value of the optimal solution to instance MBCS(G,L) is denoted by506

OPTMBCS(G,L). We note that we can assume that L ≤ |V (G)|4, as otherwise the optimal507

solution is the whole graph G, since the crossing number of a simple graph G is at most508

|E(G)|2 ≤ |V (G)|4.509

3 Conditional Hardness of Densest k-Subgraph510

3.1 Conjecture on Hardness of 2-CSP’s511

We consider the Bipartite 2-CSP problem, that is defined as follows. The input to the problem512

consists of two sets X,Y of variables, together with an integer A > 1. Every variable513

z ∈ X∪Y takes values in set [A] = {1, . . . , A}. We are also given a collection C of constraints,514

where each constraint C(x, y) ∈ C is defined over a pair of variables x ∈ X and y ∈ Y . For515

each such constraint, we are given a truth table that, for every pair of assignments a to x516

and a′ to y, specifies whether (a, a′) satisfy constraint C(x, y). The value of the CSP is the517

largest fraction of constraints that can be simultaneously satisfied by an assignment to the518

variables.519

We associate with each constraint C = C(x, y) ∈ C, a bipartite graph GC = (L,R,E),520

where L = R = [A], and there is an edge (a, a′) in E iff the assignments a to x and a′ to y521

satisfy C. Notice that instance I of the Bipartite 2-CSP problem is completely determined by522

X,Y,A, C, and the graphs in {GC}C∈C, so we will denote I = (X,Y,A, C, {GC}C∈C). The523

size of instance I is defined to be size(I) = |C| ·A2 + |X|+ |Y |.524

Consider some instance I = (X,Y,A, C, {GC}C∈C) of Bipartite 2-CSP. We say that I is a525

d-to-d instance if, for every constraint C, every vertex of graph GC = (L,R,E) has degree526

at most d.527

Consider now some functions d(n), s(n) : R+ → R+. We assume that, for all n,528

d(n) ≥ 1 and s(n) < 1. In a (d(n), s(n))-2CSP problem, the input is an instance I =529

(X,Y,A, C, {GC}C∈C) of Bipartite 2-CSP, such that, if we denote by n = size(I), then the530

instance is d(n)-to-d(n). We say that I is a Yes-Instance, if there is some assignment531

to the variables of X ∪ Y that satisfies at least |C|/2 of the constraints, and we say that532

it is a No-Instance, if the largest number of constraints of C that can be simultaneously533

satisfied by any assignment is at most s(n) · |C|. Given an instance I of (d(n), s(n))-2CSP534

problem, the goal is to distinguish between the case where I is a Yes-Instance and the535

case where I is a No-Instance. If I is neither a Yes-Instance nor a No-Instance, the536

output of the algorithm can be arbitrary. We now state our conjecture regarding hardness of537

(d(n), s(n))-2CSP, that is a restatement of Conjecture 1 from the Introduction.538
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I Conjecture 3. There is a constant 0 < ε ≤ 1/2, such that the (d(n), s(n))-2CSP problem539

is NP-hard for d(n) = 2(logn)ε and s(n) = 1/264(logn)1/2+ε .540

3.2 Conditional Hardness of Densest k-Subgraph541

In the remainder of this section, we prove the following theorem on the conditional hardness542

of Densest k-Subgraph.543

I Theorem 4. Assume that Conjecture 3 holds and that P 6= NP. Then for some 0 < ε ≤ 1/2,544

there is no efficient approximation algorithm for Densest k-Subgraph problem that achieves545

approximation factor 2(logN)ε , where N is the number of vertices in the input graph.546

In fact we will prove a slightly more general theorem, that will be useful for us later.547

I Theorem 5. Suppose there is an algorithm for the Densest k-Subgraph problem, that,548

given an instance DkS(G, k) with |V (G)| = N , in time at most T (N), computes a factor549

2(logN)ε-approximate solution to the problem, for some constant 0 < ε ≤ 1/2. Then there550

is an algorithm, that, given an instance I of (d(n), s(n))-2CSP problem of size n, where551

d(n) = 2(logn)ε and s(n) = 1/264(logn)1/2+ε , responds “YES” or ”NO”, in time O(poly(n) ·552

T (poly(n))). If I is a Yes-Instance, the algorithm is guaranteed to respond “YES”, and if553

it is a No-Instance, it is guaranteed to respond “NO”.554

Theorem 4 immediately follows from Theorem 5. The remainder of this section is555

dedicated to proving Theorem 5. A central notion that we use is a constraint graph that is556

associated with an instance I of 2-CSP.557

Let I = (X,Y,A, C, {GC}C∈C) be an instance of the Bipartite 2-CSP problem. The558

constraint graph associated with instance I is denoted by H(I), and it is defined as follows.559

The set of vertices of H(I) is the union of two subsets: set V = {v(x) | x ∈ X} of vertices560

representing the variables of X, and set U = {v(y) | y ∈ Y } of vertices representing the561

variables of Y . For convenience, we will not distinguish between the vertices of V and the562

variables of X, so we will identify each variable x ∈ X with its corresponding vertex v(x).563

Similarly, we will not distinguish between vertices of U and variables of Y . The set of564

edges of H(I) contains, for every constraint C = C(x, y) ∈ C, edge eC = (x, y). We say565

that edge eC represents the constraint C. Notice that, if E′ is a subset of edges of H(I),566

then we can define a set Φ(E′) ⊆ C of constraints that the edges of E′ represent, namely:567

Φ(E′) = {C ∈ C | eC ∈ E′}. Next, we define bad sets of constraints and bad sets of edges.568

I Definition 6 (Bad Set of Constraints and Bad Collection of Edges). Let C′ ⊆ C be a collection569

of constraints of an instance I = (X,Y,A, C, {GC}C∈C) of Bipartite 2-CSP. We say that C′ is570

a bad set of constraints if the largest number of constraints of C′ that can be simultaneously571

satisfied by any assignment to the variables of X ∪ Y is at most |C
′|

4 . If E′ ⊆ E(H(I)) is a572

set of edges of H(I), whose corresponding set Φ(E′) of constraints is bad, then we say that573

E′ is a bad collection of edges.574

The next observation easily follows from the definition of a bad set of constraints.575

I Observation 7. Let I = (X,Y,A, C, {GC}C∈C) be an instance of bipartite 2-CSP, and let576

C′, C′′ ⊆ C be two disjoint sets of constraints that are both bad. Then C′ ∪ C′′ is also a bad set577

of constraints.578

Next, we define good subsets of constraints and good subgraphs of the constraint graph579

H(I).580
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I Definition 8 (Good Set of Constraints and Good Subgraphs of H(I)). Let C′ ⊆ C be a581

collection of constraints of an instance I = (X,Y,A, C, {GC}C∈C) of Bipartite 2-CSP, and582

let 0 < β ≤ 1 be a parameter. We say that C′ is a β-good set of constraints, if there is an583

assignment to variables of X ∪Y that satisfies at least |C
′|
β constraints of C′. If E′ ⊆ E(H(I))584

is a set of edges of H(I), whose corresponding set Φ(E′) of constraints is β-good, then we say585

that E′ is a β-good collection of edges. Lastly, if H ′ ⊆ H(I) is a subgraph of the constraint586

graph, and the set E(H ′) of edges is β-good, then we say that graph H ′ is β-good.587

The next observation easily follows from the definition of a good set of constraints.588

I Observation 9. Let I = (X,Y,A, C, {GC}C∈C) be an instance of bipartite 2-CSP, let589

0 < β ≤ 1 be a parameter, and let H ′, H ′′ be two subgraphs of H(I) that are both β-good and590

disjoint in their vertices. Then graph H ′ ∪H ′′ is also β-good.591

The observation follows from the fact that, since graphs H ′, H ′′ are disjoint in their592

vertices, if we let C′ = Φ(E(H ′)), C′′ = Φ(E(H ′′)) be the sets of constraints associated with593

the edge sets of both graphs, then the variables participating in the constraints of C′ are594

disjoint from the variables participating in the constraints of C′′.595

The following theorem is key in proving Theorem 5.596

I Theorem 10. Assume that there exists a constant 0 < ε ≤ 1/2, and an α(N)-approximation597

algorithm A for the Densest k-Subgraph problem, whose running time is at most T (N), where598

N is the number of vertices in the input graph, and α(N) = 2(logN)ε . Then there is an599

algorithm, whose input consists of an instance I = (X,Y,A, C, {GC}C∈C) of Bipartite 2-CSP600

and parameter n that is greater than a large enough constant, so that size(I) ≤ n holds, and601

I is a d(n)-to-d(n) instance of Bipartite 2-CSP, for d(n) ≤ 2(logn)ε . Let β = 28(logn)1/2+ε ,602

and let r = dβ · logne. The algorithm returns a partition (Eb, E1, . . . , Er) of E(H(I)), such603

that Eb is a bad set of edges, and for all 1 ≤ i ≤ r, set Ei of edges is β3-good. The running604

time of the algorithm is O(T (poly(n)) · poly(n).605

The proof of Theorem 5 easily follows from Theorem 10. Assume that there exists a606

constant 0 < ε ≤ 1/2, and an α(N)-approximation algorithm A for the Densest k-Subgraph607

problem, whose running time is at most T (N), where N is the number of vertices in the608

input graph, and α(N) = 2(logN)ε . We show an algorithm for the (d(n), s(n))-2CSP problem,609

for d(n) = 2(logn)ε and s(n) = 1/264(logn)1/2+ε . Let I = (X,Y,A, C, {GC}C∈C) be an input610

instance of the Bipartite 2-CSP problem, with size(I) = n, so that I is a d(n)-to-d(n) instance611

of Bipartite 2-CSP, for d(n) ≤ 2(logn)ε . If n is bounded by a constant, then we can determine612

whether I is a Yes-Instance or a No-Instance by exhaustively trying all assignments to613

its variables. Therefore, we assume that n is greater than a large enough constant. We apply614

the algorithm from Theorem 10 to this instance I. Let (Eb, E1, . . . , Er) be the partition of615

the edges of E(H(I)) that the algorithm returns. We now consider two cases.616

Assume first that |Eb| > 2|C|/3. Let Cb ⊆ C be the set of all constraints that correspond617

to the edges of Eb. Recall that set Cb of constraints is bad, so in any assignment, at most618

|Cb|
4 of the constraints in Cb may be satisfied. Therefore, if f is any assignment to variables619

of X ∪ Y , the number of constraints in C that are not satisfied by f is at least 3|Cb|
4 > |C|

2 .620

Clearly, I may not be a Yes-Instance in this case. Therefore, if |Eb| > 2|C|/3, we report621

that I is a No-Instance.622

If |Eb| ≤ 2|C|/3, then we report that I is a Yes-Instance. It is now enough to show623

that, if |Eb| ≤ 2|C|/3, then instance I may not be a No-Instance. In other words, it is624

enough to show that there is an assignment that satisfies more than |C|
264(log n)1/2+ε constraints.625
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Indeed, since |Eb| ≤ 2|C|/3, there is an index 1 ≤ i ≤ r, with |Ei| ≥ |C|
3r . Since set Ei of626

edges is β3-good, there is an assignment to the variables of X ∪ Y , that satisfies at least627
|Ei|
β3 ≥ |C|

3rβ3 constraints that correspond to the edges of Ei. Recall that β = 28(logn)1/2+ε

628

and r = dβ · logne. Therefore, 3rβ3 ≤ 6β4 logn ≤ 264(logn)1/2+ε . We conclude that there is629

an assignment satisfying at least |C|/264(logn)1/2+ε constraints, and so I may not be a No-630

Instance. It is easy to verify that the running time of the algorithm is O(T (poly(n))·poly(n).631

To conclude, we have shown that, if there is an α(N)-approximation algorithm A for632

the Densest k-Subgraph problem, with running time at most T (N), where N is the number633

of vertices in the input graph, and α(N) = 2(logN)ε , then there is an algorithm for the634

(d(n), s(n))-2CSP problem, for d(n) = 2(logn)ε and s(n) = 1/28(logn)1/2+ε , whose running635

time is O(T (poly(n)) · poly(n).636

In the remainder of this section we prove Theorem 10.637

3.3 Proof of Theorem 10638

The following theorem is the main technical ingredient of the proof of Theorem 10.639

I Theorem 11. Assume that there exists an α(N)-approximation algorithm A for the640

Bipartite Densest (k1, k2)-Subgraph problem, whose running time is at most T (N), where641

N is the number of vertices in the input graph. Then there is an algorithm, that, given642

an instance I = (X,Y,A, C, {GC}C∈C) of Bipartite 2-CSP and parameters n, β ≥ 1, so that643

size(I) ≤ n, β ≥ 230(α(n))3(logn)12, and I is a d(n)-to-d(n) instance of Bipartite 2-CSP,644

for some function d(n), in time O(T (n) · poly(n)), does one of the following:645

either correctly establishes that graph H(I) is β3-good; or646

computes a bad set C′ ⊆ C of constraints, with |C′| ≥ |C|
8 log2 n

; or647

computes a subgraph H ′ = (X ′, Y ′, E′) of H(I), for which the following hold:648

|X ′| ≤ 2d(n)·|X|
β ;649

|Y ′| ≤ 2d(n)·|Y |
β ; and650

|E′| ≥ volH(X′∪Y ′)
2048d(n)·α(n)·log4 n

.651

The proof of Theorem 11 partially relies on ideas and techniques from [18], and is deferred652

to the full version of the paper. We now complete the proof of Theorem 10 using Theorem 11,653

starting with the following simple corollary, whose proof is deferred to the full version of the654

paper.655

I Corollary 12. Assume that there exists an α(N)-approximation algorithm A for the Bipartite656

Densest (k1, k2)-Subgraph problem, whose running time is at most T (N), where N is the657

number of vertices in the input graph. Then there is an algorithm, whose input consists of658

an instance I = (X,Y,A, C, {GC}C∈C) of Bipartite 2-CSP and parameters n, β ≥ 1, so that659

size(I) ≤ n, β ≥ 230(α(n))3(logn)12, and I is a d(n)-to-d(n) instance of Bipartite 2-CSP.660

The algorithm returns a partition (E1, E2) of E(H(I)), where E1 is a bad set of edges, and:661

either the algorithm correctly certifies that E2 is a β3-good set of edges; or662

it computes a subgraph H ′ = (X ′, Y ′, E′) of H(I), with E(H ′) ⊆ E2, for which the663

following hold:664

|X ′| ≤ 2d(n)·|X|
β ;665

|Y ′| ≤ 2d(n)·|Y |
β ; and666

|E′| ≥ |E∗2 |
2048d(n)·α(n)·log4 n

, where E∗2 is a set of edges containing every edge e ∈ E2 with667

exactly one endpoint in V (H ′).668
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The running time of the algorithm is O(T (n) · poly(n)).669

Next, we obtain the following corollary.670

I Corollary 13. Assume that there exists a constant 0 < ε ≤ 1/2, and an α(N)-approximation671

algorithm A for the Bipartite Densest (k1, k2)-Subgraph problem, whose running time is at672

most T (N), where N is the number of vertices in the input graph, and α(N) = 2(4 logN)ε .673

Then there is an algorithm, whose input consists of an instance I = (X,Y,A, C, {GC}C∈C)674

of Bipartite 2-CSP and parameter n that is greater than a large enough constant, so that675

size(I) ≤ n holds, and I is a d(n)-to-d(n) instance of Bipartite 2-CSP, for d(n) ≤ 2(logn)ε .676

Let β = 28(logn)1/2+ε . The algorithm returns a partition (E1, E2, E3) of E(H(I)), where E1677

is a bad set of constraints, E2 is a β3-good set of constraints, and |E1 ∪E2| ≥ |E(H(I))|
β . The678

running time of the algorithm is O(T (n) · poly(n)).679

Proof: Throughout the proof, we assume that there exists a constant 0 < ε ≤ 1/2, and680

an α(N)-approximation algorithm A for the Bipartite Densest (k1, k2)-Subgraph problem,681

whose running time is at most T (N), where N is the number of vertices in the input graph,682

and α(N) = 2(2 logN)ε . Assume that we are given an instance I = (X,Y,A, C, {GC}C∈C) of683

Bipartite 2-CSP, together with a parameter n that is greater than a large enough constant, so684

that size(I) ≤ n, and I is a d(n)-to-d(n) instance of Bipartite 2-CSP, for d(n) ≤ 2(logn)ε . For685

convenience, we denote H = H(I). Our algorithm uses a parameter η = 212d(n) ·α(n) · log4 n.686

The algorithm is iterative. Over the course of the algorithm, we maintain a collection H687

of subgraphs of H, and another subgraph Hg of H. We will ensure that, throughout the688

algorithm, all graphs in H ∪ {Hg} are mutually disjoint in their vertices. We denote by689

Eg = E(Hg) and E1 =
⋃
H′∈HE(H ′). Additionally, we maintain another set Eb of edges of690

H, that is disjoint from Eg ∪ E1, and we denote by E0 = E(H) \ (Eg ∪ Eb ∪ E1) the set691

of all remaining edges of H. We ensure that the following invariants hold throughout the692

algorithm.693

I1. set Eg = E(Hg) of edges is β3-good;694

I2. set Eb of edges is bad; and695

I3. all graphs in H ∪ {Hg} are disjoint in their vertices.696

Intuitively, we will start with the set H containing a single graph H, and Eg = Eb =697

E0 = ∅. As the algorithm progresses, we will iteratively add edges to sets Eg, Eb and E0,698

while partitioning the graphs in H into smaller subgraphs. The algorithm will terminate699

once H = ∅. The key in the analysis of the algorithm is to ensure that |E0| is relatively700

small when the algorithm terminates. We do so via a charging scheme: we assign a budget701

to every edge of E1 ∪Eg ∪Eb, that evolves over the course of the algorithm, and we keep702

track of this budget over the course of the algorithm.703

In order to define vertex budgets, we will assign, to every graph H ∈ H a level, that is an704

integer between 0 and dlogne. We will ensure that, throughout the algorithm, the following705

additional invariants hold:706

I4. If H ′ ∈ H is a level-i graph, then the budget of every edge e ∈ E(H ′) is at most ηi; and707

I5. Throughout the algorithm’s execution, the total budget of all edges in Eg ∪Eb ∪E1 is at708

least |E(H)|.709

Intuitively, at the end of the algorithm, we will argue that the level of every graph in H710

is not too large, and that the budget of every edge in Eg ∪ Eb ∪ E1 is not too large. Since711
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the total budget of all edges in Eg ∪ Eb ∪ E1 is at least |E(H)|, it will then follow that712

|Eg ∪ Eb ∪ E1| is sufficiently large. We now proceed to describe the algorithm.713

Our algorithm will repeatedly use the algorithm from Corollary 12, with the same714

functions α(N), d(n), and parameter β. In order to be able to use the corollary, we need715

to estalish that β ≥ 230(α(n))3(logn)12. This is immediate to verify since β = 28(logn)1/2+ε ,716

α(n) = 2(4 logn)ε , and n is large enough.717

At the beginning of the algorithm, we set E0 = Eg = Eb = ∅, and we let H contain a718

single graph H, which is assigned level 0. Note that E1 = E(H) must hold. Every edge719

e ∈ E(H) is assigned budget b(e) = 1. Clearly, the total budget of all edges of E1 ∪Eg ∪Eb720

is B =
∑
e∈E1∪Eg∪Eb b(e) = |E(H)|. The algorithm performs iterations, as long as H 6= ∅.721

In every iteration, we select an arbitrary graph H ′ ∈ H to process.722

We now describe an iteration where some graph H ′ ∈ H is processed. We assume723

that graph H ′ is assigned level i. Notice that graph H ′ naturally defines an instance724

I ′ = (X ′, Y ′, A, C′, {GC}C∈C′) of Bipartite 2-CSP, where X ′ = V (H ′) ∩X, Y ′ = V (H ′) ∩ Y ,725

C′ = {C ∈ C | eC ∈ E(H ′)}, and the graphs GC for constraints C ∈ C′ remain the same as726

in instance I. Clearly, size(I ′) ≤ size(I) ≤ n, and H(I ′) = H ′. Furthermore, instance I ′727

remains a d(n)-to-d(n) instance. We apply the algorithm from Corollary 12 to instance I ′,728

with parameters n and β remaining unchanged. Consider the partition (E1, E2) of E(H ′)729

that the algorithm returns. Recall that the set E1 of edges is bad. We add the edges of E1730

to set Eb. From Invariant I2 and Observation 7, set Eb of edges continues to be bad. If731

the algorithm from Corollary 12 certified that E2 is a β3-good set of edges, then we update732

graph Hg to be Hg ∪ (H ′ \ E1), and we add the edges of E2 to set Eg. We then remove733

graph H ′ from H, and continue to the next iteration. Note that, from Observation 9 and734

Invariants I1 and I3, the set Eg of edges continues to be β3-good. It is easy to verify that all735

remaining invariants also continue to hold.736

From now on we assume that the algorithm from Corollary 12 returned a subgraph737

H ′′ = (X ′′, Y ′′, E′′) of H ′, with E′′ ⊆ E2, such that |X ′′| ≤ 2d(n)·|X′|
β and |Y ′′| ≤ 2d(n)·|Y ′|

β .738

In particular, |V (H ′′)| = |X ′′|+ |Y ′′| ≤ 2d(n)
β · (|X ′|+ |Y ′|) ≤ 2d(n)

β · |V (H ′)|. Additionally,739

if we denote by E∗2 the subset of edges of E2 containing all edges with exactly one endpoint740

in X ′′ ∪ Y ′′, then |E′′| ≥ |E∗2 |
2048d(n)·α(n)·log4 n

must hold. We let H∗ be the graph obtained741

from H ′ \ E1, by deleting the vertices of H ′′ from it, so V (H∗) ∪ V (H ′′) = V (H ′), and742

E(H∗) ∪ E(H ′′) ∪ E∗2 = E2. We remove graph H ′ from H, and we add graphs H ′′ and H∗743

to H, with graph H ′′ assigned level (i+ 1), and graph H∗ assigned level i. We also add the744

edges of E∗2 to E0, and we update the set E1 of edges to contain all edges of
⋃
H̃∈HE(H̃).745

Since we did not modify graph Hg in the current iteration, it is immediate to verify that746

Invariants I1–I3 continue to hold. Next, we update the budgets of edges, in order to ensure747

that Invariants I4 and I5 continue to hold. Intuitively, the edges of E∗2 are now added to748

set E0, so we need to distribute their budget among the edges of E(H ′′), in order to ensure749

that the total budget of all edges in Eg ∪ Eb ∪ E1 does not decrease. This will ensure that750

Invariant I5 continues to hold. At the same time, since the level of graph H ′′ is (i+ 1), while751

the level of graph H ′ was i, we can increase the budgets of the edges of E(H ′) and still752

maintain Invariant I4.753

Formally, recall that Corollary 12 guarantees that |E∗2 | ≤ |E′′| · (2048d(n) ·α(n) · log4 n) =754

|E′′|·η
2 . From Invariant I4, the current budget of every edge in E′′ ∪ E∗2 is bounded by ηi.755

Therefore, at the beginning of the current iteration:
∑
e∈E′′∪E∗2

b(e) ≤ ηi · (|E∗2 |+ |E′′|) ≤756

ηi · |E′′| ·
(
1 + η

2
)
< ηi+1 · |E′′|.757

We set the budget of every edge in E′′ to be ηi+1, and leave the budgets of all other758

edges unchanged. It is easy to verify that
⋃
e∈Eg∪Eb∪E1 b(e) does not decrease in the current759
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iteration, so Invariant I5 continues to hold. It is also easy to verify that Invariant I4 continues760

to hold. Therefore, all invariants continue to hold at the end of the iteration. This completes761

the description of an iteration.762

The algorithm terminates when H = ∅. Clearly, we obtain a partition (Eg, Eb, E0) of763

E(H) into disjoint subsets, where the set Eb of edges is bad, and the set Eg of edges is764

β3-good. It remains to show that |Eg ∪ Eb| ≥ |E(H)|
β . We use the edge budgets in order to765

prove this. Let L∗ be the largest level of any subgraph of H that belonged to H at any time766

during the algorithm. We start with the following key observation, whose proof is deferred767

to the full version of the paper.768

I Observation 14. L∗ ≤ (logn)1/2−ε.769

From Invariant I4, throughout the algorithm, for every edge e ∈ E1, b(e) ≤ ηL
∗ must770

hold. Once an edge is added to Eb ∪ Eg, its budget does not change. Therefore, at the end771

of the algorithm, the budget of every edge in Eg ∪ Eb is at most ηL∗ . On the other hand,772

from Invariant I5, at the end of the algorithm, the total budget of all edges in E1 ∪ Eg ∪ Eb773

is at least |E(H)|. Therefore, at the end of the algorithm, |Eg ∪ Eb| ≥ |E(H)|
ηL∗ holds.774

We now bound ηL∗ . Recall that η = 212d(n)·α(n)·log4 n ≤ 24(logn)ε , since d(n) ≤ 2(logn)ε ,775

α(n) = 2(4 logn)ε , and n is large enough. Since, from Observation 14, L∗ ≤ (logn)1/2−ε, we776

get that ηL∗ ≤ 24(logn)1/2
< β, since β = 28(logn)1/2+ε . Therefore, |Eg ∪ Eb| ≥ |E(H)|/β as777

required.778

Lastly, it is easy to verify that the algorithm has at most poly(n) iterations, and the779

running time of each iteration is bounded by O(T (n) · poly(n)), so the total running time of780

the algorithm is at most O(T (n) · poly(n)).781

We are now ready to complete the proof of Theorem 10. Assume that there exists a782

constant 0 < ε ≤ 1/2, and an α(N)-approximation algorithm A for the Densest k-Subgraph783

problem, whose running time is at most T (N), where N is the number of vertices in the784

input graph, and α(N) = 2(logN)ε . From Lemma 2, there exists an α′(N)-approximation785

algorithm A for the Bipartite Densest (k1, k2)-Subgraph problem, where N is the number of786

vertices in the input graph, and α′(N) ≤ O(α(N2)) ≤ O
(
2(2 logN)ε). The running time of787

the algorithm is at most O(T (N2) · poly(N)). Denote by T ′(N) = O(T (N2) · poly(N)) this788

bound on the running time of the algorithm, and let α′′(N) = 2(4 logN)ε . Then there is an789

α′′(N)-approximation algorithm for Bipartite Densest (k1, k2)-Subgraph with running time at790

most O(T ′(N)).791

Assume now that we are given an instance I = (X,Y,A, C, {GC}C∈C) of Bipartite 2-CSP792

and parameter n that is greater than a large enough constant, so that size(I) ≤ n holds,793

and I is a d(n)-to-d(n) instance of Bipartite 2-CSP, for d(n) ≤ 2(logn)ε . Let β = 28(logn)1/2+ε ,794

and let r = dβ · logne. For convenience, we denote H = H(I). Initially, we set Eb = ∅. Our795

algorithm performs r iterations, where for all 1 ≤ j ≤ r, in iteration j we construct the set796

Ej ⊆ E(H) of edges, that is β3-good, and possibly adds some edges to set Eb. We ensure797

that, throughout the algorithm, the set Eb of edges is bad.798

We now describe the jth iteration. We assume that sets E1, . . . , Ej−1 of edges of799

H were already defined. We construct graph Hj , that is obtained from graph H, by800

deleting the edges of E1 ∪ · · · ∪ Ej−1 ∪ Eb from it. Notice that graph Hj naturally defines801

an instance Ij = (X,Y,A, Cj , {GC}C∈Cj
) of Bipartite 2-CSP, with Hj = H(Ij), where802

Cj = {C ∈ C | eC ∈ E(Hj)}. We apply the algorithm from Corollary 13 to graph Hj , with803

parameters n, β, and d(n) remaining unchanged. Consider a partition (E1, E2, E3) of E(Hj)804

that the algorithm returns. We add the edges of E1 to set Eb. Since both sets of edges are805

bad, from Observation 7, set Eb of edges continues to be bad. We also set Ej = E2, which806
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is guaranteed to be a β3-good set of edges. Recall that Corollary 13 also guarantees that807

|E1 ∪ E2| ≥ |E(Hj)|/β. We then continue to the next iteration.808

Since, from the above discussion, for all 1 ≤ j < r, |E(Hj+1)| ≤
(

1− 1
β

)
|E(Hj)|, and809

since r = dβ · logne, at the end of the algorithm, we are guaranteed that the final collection810

Eb, E1, . . . , Er of subsets of edges indeed partitions E(H).811

Notice that the running time of a single iteration is bounded by O(T ′(n) · poly(n)) ≤812

O(T (poly(n)) · poly(n)). Since the number of iterations is bounded by poly(n), the total813

running time of the algorithm is bounded by O(T (poly(n)) · poly(n)).814

4 Reductions from Dense k-Coloring and (r,h)-Graph Partitioning to815

Densest k-Subgraph816

Our reductions from the Dense k-Coloring and (r,h)-Graph Partitioning problems to Densest817

k-Subgraph are summarized in the following theorem.818

I Theorem 15. Let α : Z+ → Z+ be an increasing function, such that α(n) ≤ o(n). Assume819

that there is an efficient α(n)-approximation algorithm for the Densest k-Subgraph problem,820

where n is the number of vertices in the input graph. Then both of the following hold:821

there is an efficient randomized algorithm that, given an instance of Dense k-Coloring822

whose graph contains N vertices, with high probability computes an O(α(N2) ·poly logN)-823

approximate solution to this instance; and824

there is an efficient randomized algorithm that, given an instance of (r,h)-Graph Partitioning825

whose graph contains N vertices, with high probability computes an O(α(N2) ·poly logN)-826

approximate solution to this instance.827

The proof of the theorem is deferred to the full version of the paper, due to lack of space.828

We provide a high-level overview of the proof of the first assertion: a reduction from Dense829

k-Coloring to Densest k-Subgraph. The proof of the second assertion is similar. We start by830

considering an LP-relaxation of the Dense k-Coloring problem, whose number of variables831

is at least
(
N
k

)
. Due to this high number of variables, we cannot solve it directly. We first832

show an algorithm, that, given an approximate fractional solution to this LP-relaxation,833

whose support size is polynomial in N , computes an approximate integral solution to the834

Dense k-Coloring problem instance. We then show an efficient algorithm that computes an835

approximate solution to the LP-relaxation, whose support is relatively small. In order to do836

so, we design an approximate separation oracle to the dual LP of the LP-relaxation, that837

relies on an approximation algorithm for Densest k-Subgraph.838

5 Reductions from Densest k-Subgraph to Dense k-Coloring and839

(r,h)-Graph Partitioning840

Our reductions from Densest k-Subgraph to Dense k-Coloring and (r,h)-Graph Partitioning are841

summarized in the following theorem.842

I Theorem 16. Let α : Z+ → Z+ be an increasing function with α(n) ≤ o(n). Then the843

following hold:844

If there exists an efficient α(n)-approximation algorithm A for the Dense k-Coloring prob-845

lem, where n is the number of vertices in the input graph, then there exists a randomized846

algorithm for the Densest k-Subgraph problem, whose running time is NO(logN), that with847
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high probability computes an O(α(NO(logN)) · logN)-approximate solution to the input848

instance of the problem; here N is the number of vertices in the input instance of Densest849

k-Subgraph.850

If there exists an efficient α(n)-approximation algorithm for the (r,h)-Graph Partitioning851

problem, where n is the number of vertices in the input graph, then there exists a random-852

ized algorithm for the Densest k-Subgraph problem, whose running time is NO(logN), that853

with high probability computes an O((α(NO(logN)))3 · log2N)-approximate solution to the854

input instance of the problem; here N is the number of vertices in the input instance of855

Densest k-Subgraph.856

Due to lack of space, we defer the proof of the theorem to the full version of the paper.857

The key to both reductions is a randomized algorithm, that, given an instance DkS(G, k) of858

the Densest k-Subgraph problem, constructs an auxiliary graph H. Intuitively, if instance859

DkS(G, k) of Densest k-Subgraph has a solution of value h, then with high probability, graph860

H has close to |V (H)|/k subgraphs that contain close to h edges each. On the other hand,861

there is an algorithm that, given a subgraph H ′ ⊆ H that contains at most k vertices, extracts862

a subgraph of the original graph G, containing at most k vertices, and close to |E(H ′)|863

edges. If |V (G)| = N , then our construction of graph H ensures that |V (H)| ≤ NO(logN),864

which leads to the quasi-polynomial time of our reductions. The specific construction of the865

graph H is inspired by the ideas from [34]. We obtain the following immediate corollary of866

Theorem 16, whose proof is deferred to the full version of the paper due to lack of space.867

I Corollary 17. Assume that Conjecture 3 holds and that NP 6⊆ BPTIME(nO(logn)). Then868

for some constant 0 < ε′ ≤ 1/2, there is no efficient 2(logn)ε′ -approximation algorithm for869

(r,h)-Graph Partitioning, and there is no efficient 2(logn)ε′ -approximation algorithm for Dense870

k-Coloring.871

6 Reductions between (r,h)-Graph Partitioning and Maximum872

Bounded-Crossing Subgraph873

We establish a connection between the (r,h)-Graph Partitioning and Maximum Bounded-Crossing874

Subgraph problems via the following two theorems.875

I Theorem 18. Let α : Z+ → Z+ be an increasing function with α(n) = o(n). Assume876

that there exists an efficient α(n)-approximation algorithm for the (r,h)-Graph Partitioning877

problem, where n is the number of vertices in the input graph. Then there exists an efficient878

O(α(N) · poly logN)-approximation algorithm for Maximum Bounded-Crossing Subgraph,879

where N is the number of vertices in the input instance of Maximum Bounded-Crossing880

Subgraph.881

I Theorem 19. Let α : Z+ → Z+ be an increasing function with α(n) = o(n). Assume that882

there exists an efficient α(N)-approximation algorithm for the Maximum Bounded-Crossing883

Subgraph problem, where N is the number of vertices in the input graph. Then there exists an884

efficient O((α(n))2 · poly logn)-approximation algorithm for (r,h)-Graph Partitioning, where n885

is the number of vertices in the input instance of (r,h)-Graph Partitioning.886

The proofs of the above two theorems are deferred to the full version of the paper. Both887

proofs exploit well-known connections between crossing number and graph partitioning, that888

can be viewed as an extension of the classical Planar Separator Theorem of [45]: namely,889

if a graph G has a drawing with at most L crossings, then there is a balanced cut in G,890
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containing at most O
(√

L+ ∆ · |E(G)|
)
edges, where ∆ is maximum vertex degree in G.891

Another useful fact exploited in the proofs of both these theorems is that any graph G with892

m edges has a plane drawing with at most m2 crossings. For example, if H = {H1, . . . ,Hr}893

is a solution to an instance of the (r,h)-Graph Partitioning problem on graph G, then there is a894

drawing of graph H =
⋃r
i=1Hi, in which the number of crossings is bounded by r ·h2. These895

two facts are exploited in order to establish a close relationship between the (r,h)-Graph896

Partitioning and Maximum Bounded-Crossing Subgraph problems, and complete the proofs of897

Theorems 18 and 19. By combining Theorem 19 with Corollary 17, we obtain the following898

corollary, whose proof is deferred to the full version of the paper.899

I Corollary 20. Assume that Conjecture 3 holds and that NP 6⊆ BPTIME(nO(logn)). Then900

for some constant 0 < ε′ ≤ 1/2, there is no efficient 2(logn)ε′ -approximation algorithm for901

Maximum Bounded-Crossing Subgraph.902
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