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Figure 1: Examples of syntactic and semantic structures of sen-
tences, using dependency parses and logical forms as the represen-
tatives. Sentences with different syntax may have the same seman-
tics, i.e., express the same meaning (a and b). Sentences with dif-
ferent meanings may share the same syntactic structure (b and c).

Humans can learn language natu-
rally and efficiently, as well as using nat-
ural language to interact with the world.
Language structures, such as syntactic
and semantic parses of sentences (Fig-
ure 1), play an important role in such
processes: with awareness of structure,
humans can judge whether a sentence is
grammatical, compose sentence mean-
ing, and produce grammatical sentences
describing new objects and events. Even
more impressively, though humans im-
plicitly develop and use structure for
language processing in their daily com-
munication, the explicit structure of sen-
tences is almost never given.

My long-term goal is to build human-like systems that can learn and use language in natural settings. By
natural settings, I refer to not only limited amounts of data and annotated supervision, but also situations
involving cross-modal grounding signals (e.g., vision) that link language to the concrete world. I believe
that learning language structures without extensive supervision is a crucial intermediate step towards my
long-term goal; therefore, I have worked on learning both syntactic [SMGL, ACL’19; SLG, EMNLP’20] and
semantic [SFGZW, EMNLP’22; MSWLT, NeurIPS’21] structures of sentences, through grounding signals or
with very few manually annotated training examples.

Eine Katze miaut
A cat meows

det nsubj
root

(a) Universal dependencies

A cat meows

Eine Katze miaut
(b) Cross-lingual word alignment

Figure 2: Examples of cross-lingual
structures covered in my work.

In addition to human-like first language learning described above,
I, as a second language learner, am interested in developing mul-
tilingual natural language processing (NLP) systems. Cross-lingual
structures, such as universal dependency relations (Figure 2a) and
word alignment (Figure 2b), may serve as a bridge between differ-
ent languages. To this end, I have built models for cross-lingual word
alignment [SZW, ACL’21] and parsing [SLG, ACL Findings’21; SGL,
ACL’22], through cross-lingual grounding signals such as mutually
translatable sentences. Aside from structures, I have designed meth-
ods for bilingual lexicon induction [SZW, ACL’21] and cross-lingual
reasoning [SSFW+, ICLR’23].

My past research has centered on addressing the following questions:

• How can we build models that learn syntactic structures of sentences through visual grounding signals?

• How can we build models that learn semantic structures by verifying them with execution?

• How can we build universal NLP systems for the diverse language families in the world?

Along the way, my work also makes general contributions to the broader NLP community by introducing
new data augmentation [SLG, EMNLP’20; SLG, ACL Findings’21] and sampling [SFGZW, EMNLP’22] meth-
ods, as well as providing insights towards understanding pretrained large language models [SZW, ACL’21;
SGL, ACL’22; SFGZW, EMNLP’22; SSFW+, ICLR’23; TSSG+, RepL4NLP’20].

Below I will describe some of the approaches that I have been pursuing, as well as the future directions.
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Figure 3: An overview of VG-NSL [SMGL, ACL’19]. The model takes image-text pairs, and parses the text
based on the visual concreteness estimated within the joint visual-semantic embedding space. The model
never sees explicit structure of text during the whole training procedure.

Visually grounded grammar induction. Language is rarely text in isolation: humans learn language, includ-
ing syntactic structures, through interaction with others and the world. Inspired by this, I introduce the task
of visually grounded grammar induction and develop the first promising system on the task [SMGL, ACL’19]:
building on the hypothesis that more visually concrete spans of words are more likely to be phrases, I pro-
pose the Visually Grounded Neural Syntax Learner (VG-NSL; Figure 3) that induces constituency parses from
paired texts and images. Such a visually grounded grammar induction model outperforms pure text-based
models in terms of both parsing accuracy and stability across random seeds. VG-NSL was recognized with a
nomination for the best paper award at ACL 2019, and the task of grounded grammar induction continues to
attract the attention of other research groups [3; 4; 5, inter alia], two of which have received paper awards.

Along the same line, I have built a system that induces combinatory categorial grammars [CCG; 2], a
joint formalism of both syntax and semantics, through visual question answering pairs [MSWLT, NeurIPS’21].
Moreover, the semantic bootstrapping hypothesis states that word meanings may assist syntax learning; as
foundation for grammar induction, I have also built systems that can robustly learn lexical semantics from
captioned images with contrastive adversarial examples [SMXJS, COLING’18].

Learning semantics with execution. Meaning expressed by natural language sentences can be represented
by translating them into executable programs, and can usually be grounded into the real world: after gener-
ating the corresponding programs (i.e., semantic parses), the most intuitive way to verify and improve their
quality is to execute them and check the execution results.

Therefore, I have worked on execution-supervised semantic parsing: we train a CCG induction model by
comparing the execution results with the ground truth [MSWLT, NeurIPS’21]. Without access to any ground-
truth semantic parses, our neural network–based joint syntax and semantics induction model passes the chal-
lenging generalization tests of SCAN [1], a synthetic natural language understanding benchmark, with 100%
accuracy: for example, it successfully maps the command jump twice to the action sequence “JUMP JUMP”
while only seeing the ground-truth action sequences of jump and run twice during training.

In more recent work, I present an execution-based minimum Bayes risk decoding algorithm (MBR-EXEC)
for natural language to code translation [SFGZW, EMNLP’22]. Starting with a set of candidate programs, we
define the Bayes risk of a program to estimate the discrepancy between its execution result and those of the
other programs. The program with the lowest Bayes risk is chosen as the final translation. This algorithm sig-
nificantly outperforms all conventional execution-unaware baselines such as maximum likelihood decoding.
On the task of text-to-SQL and text-to-bash translation, with as few as 15 examples of sentence–semantic parse
pairs and without access to ground-truth execution results, we reached competitive performance with prior
state-of-the-art models that require thousands of examples to train.
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Multilingual NLP through cross-lingual grounding. There are more than 7,000 languages all over the world.
While we have reached surprisingly high performance on high-resource language processing across many
tasks, an ideal universal NLP system should be able to process and understand other languages as well.

English Spanish

bank banco (financial institution)
bank orilla (riverbank)
shore orilla (riverbank)

Figure 4: Example entries of a bilingual lex-
icon: each pair of words represents a mutual
translation in a certain context.

To this end, I have built a unified feature-based model that
extracts bilingual lexicons (Figure 4) and cross-lingual word
alignment to serve as the foundation for cross-lingual transfer
[SZW, ACL’21]. Our induced lexicons have reached the same
level of quality as the prior state of the art that requires exten-
sive human effort to build, and our word alignment system with
a similar architecture reaches a new state of the art without re-
quiring annotated parallel sentences. This work is recognized
with a nomination for the best paper award at ACL 2021 by re-
viewers.
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p. PT: particle denoting past tense.

Figure 5: Overview of substructure distribution projection for
zero-shot cross-lingual dependency parsing [SGL, ACL’22]. Let
Ph(x | y) denote the probability of x being the head of y. We
project Ph predicted by an English parser (top) to Chinese (bot-
tom) through cross-lingual word alignment. A Chinese parser is
then trained from scratch to fit the projected distribution.

In addition, I have developed two
substructure-based techniques, substruc-
ture substitution [SLG, EMNLP’20; SLG,
ACL Findings’21] and substructure distri-
bution projection [Figure 5; SGL, ACL’22]
that improve cross-lingual transfer of syn-
tactic parsing, with zero or only a few
(e.g, 50) annotated examples in the tar-
get languages. Starting from a trained
English parser and using only monolin-
gual corpora, we reached a new state of
the art on zero-shot cross-lingual depen-
dency parsing, improving over the prior
best by an average absolute unlabeled at-
tachment score of 18.9% across four dis-
tant languages.

Future and Current Work

Building on the initial success reached by my work described above, I am enthusiastic about working on the
following directions in the near future:

Using additional grounding signals. In addition to static images, introducing more forms of grounding sig-
nals such as audio or video, may model human behaviors more comprehensively and strengthen the models.
Along this line, an ongoing project of mine models syntax acquisition through visually grounded speech and
without a supervised speech recognition model. I am also interested in machine language understanding
through other grounding signals, such as tactile and eye-tracking information, as well as through human-
computer interaction. Beyond language structures, since these grounding signals provide more information
about the context, I would like to explore how they can be used in modeling context-dependent understanding
of language, i.e., pragmatics.

Improving efficiency and generalizability with awareness of structures. While pretrained large language
models are powerful, they require a large amount of data to train, which is not always available in practice.
I am interested in developing models that are similarly powerful but more efficient in terms of both data
and computational resources, where structures of natural languages learned or induced from my prior work
can be used to guide the learning process. Implicit or explicit awareness of structures may additionally help
generalization from shorter sentences to longer ones that share similar structures: for example, I am interested
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in designing models that understand complicated sentences like “I heard that Alice said Bob said you are right”
by training with simple examples that have similar syntax, such as “I said you are right”.

Towards universal natural language understanding. While languages all over the world share many com-
monalities, they are typologically diverse. Moreover, current models are arguably designed on and biased
towards high-resource languages; therefore, I will seek to build systems that can work equally well for low-
resource languages through developing cross-lingual transfer techniques. My future work will consider both
generic modeling and language-specific parameters such as head directionality. I am particularly interested in
analyzing the syntactic and semantic phenomena presented by the pretrained large language models, as well
as improving the models based on my findings in a resource-efficient manner.

Scientifically, I am also interested in applying computational methods and grounding signals to facilitate
linguistics and cognitive science research. For example, I am investigating whether the grammatical gender
systems can be grounded to concrete visual properties in an ongoing project. I would also be happy to collab-
orate more with linguists and cognitive scientists on a broader range of topics.

I am excited to explore the above directions in collaboration with others.
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